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Abstract—The formation flights of multiple unmanned aerial vehicles (UAV) can improve the success probability of single-machine. Dynamic spectrum interaction solves the problem of the ordered communication of multiple UAVs with limited bandwidth via spectrum interaction between UAVs. By introducing reinforcement learning algorithm, UAVs can continuously obtain the optimal strategy by continuously interacting with the environment. In this paper, two types of UAV formation communication methods are studied. One method allows for information sharing between two UAVs in the same time slot. The other method is the adoption of a dynamic time slot allocation scheme to complete the alternate use of time slots by the UAV to realize information sharing. The quality of experience (QoE) is introduced to evaluate the results of UAV sharing, and the M/G/1 queuing model is used for priority and to evaluate the packet loss of UAV. In terms of algorithms, a combination of deep reinforcement learning (DRL) and the long-short-term memory (LSTM) network is adopted to accelerate the convergence speed of the algorithm. The experimental results show that, compared with the Q-learning and deep Q-network (DQN) methods, the proposed method achieves faster convergence and better performance with respect to the throughput rate.

Index Terms—multi-unmanned aerial vehicles (UAV), self-determination, quality of experience (QoE), M/G/1 queuing model, deep reinforcement learning (DRL), long-short-term memory (LSTM).

I. INTRODUCTION

THE spectrum interaction technology of the flight formations of unmanned aerial vehicles (UAVs) is implemented to solve the spectrum sharing problem between UAVs. Because the bandwidth required for UAV information transmission is relatively large, this paper explores how to maximize the spectrum utilization in a limited frequency band. The mission requirements of UAVs are becoming increasingly greater. A UAV may often face multiple tasks, but the payload of the drone makes it impossible to carry all the combat modules in one flight. This requires multiple UAVs to form a flight formation to work together. Additionally, when a UAV performs tasks in the no-man’s land, it cannot communicate with the ground station in sufficient time, thus, information sharing between UAVs is particularly important [1].

Information sharing between drones allows them to better accomplish tasks, while also ensuring the survivability of missions in the wild. Information sharing between drones can be categorized into two situations: (1) information exchange between two UAVs in each time slot, which requires the division of channel usage between UAVs and assigns the UAVs that interact in the same time slot; (2) in each time slot, one UAV transmits information in the form of a broadcast, and the remaining drones receive information; this requires dynamic allocation of time slots to ensure that only one UAV is used for information transmission, and that the other UAVs are in the receiving state [2], [3].

Reinforcement learning (RL), is a research hot spot in the field of machine learning, and has been widely used in industrial manufacturing [4], simulations [5], robot control [6], optimization and scheduling [7], games [8] and other fields. The basic idea of RL is to learn the optimal strategy for accomplishing the goal by maximizing the cumulative reward value obtained by the agent from the environment [9]. Therefore, the RL method is more focused on learning strategies to solve problems. With the rapid development of human society, and with the necessity of completing increasingly more complex real-world tasks, it is necessary to use RL to automatically learn the abstract representation of large-scale input data, and to use this characterization as a self-incentive RL to optimize the problem-solving strategy.

Google’s artificial intelligence research team Deep Mind has innovatively combined the sensible DL with the decision-making RL to create a new popular research topic in the field of artificial intelligence, namely deep reinforcement learning (DRL). Since its development, the Deep Mind team has constructed and implemented human expert-level agents for use in many challenging situations. These agents build and learn their own knowledge directly from the original input signal without any manual coding or domain knowledge [10].

Boeing Company used the X-45 drone to conduct a two-aircraft formation flight for the first time [11]. The Royal Air Force completed the implementation of a simulated attack on ground moving targets by commanding a modified “Surf” fighter-bomber to command three UAV “simulators”. The
United States successfully conducted a drone aerial refueling test using the Global Hawk UAV, marking a breakthrough in drone flight and coordination [12].

Gao [13] proposed a DSA algorithm for LTE cellular systems. It combines distributed enhanced learning and standardized inter-cell interference coordination signaling in the LTE downlink. Ni [14], proposed a channel spectrum access algorithm based on online synchronous Q-learning to avoid channel congestion in cognitive radio networks. A non-cooperative shared spectrum allocation algorithm for multi-user and multi-channel cognitive radio systems is proposed in the research of multi-agent allocation [15]. A special recurrent neural network using reservoir calculation has been found to improve the slow convergence and learning efficiency of Q-learning [16]. To improve the network performance of multi-hop cognitive radio networks, two enhanced learning methods have been proposed for sensing and access [17]. Compared to traditional reinforcement learning methods, the number of sensors used for sensing is reduced, and throughput and energy efficiency are improved [18]. The combination of reinforcement learning algorithms and game theory can help to better solve problems in complex environments. Lunden [19] proposed a spectrum access algorithm that can better accommodate channel assignment for multi-agent collaborative work. For UAVs, the algorithm should have fast computational power to ensure that the best strategy can be quickly calculated.

The priority mechanism ensures that important information is preserved in the event of a crowded communication environment. The mission modules carried by each UAV in the formation generally do not perform the same important tasks. The importance of the mission either light and or heavy, and some module information may be insignificant for task decision-making. However, some module information is the core of the entire task, so the priority mechanism can ensure that important information can be shared in time and non-important information can be queued and eventually discarded according to the queuing model, so that it generally does not have much impact on the success of the task execution.

In this paper, an intelligent decision-making UAV formation information sharing mechanism that uses reinforcement learning without any prior knowledge is designed. The interaction between the strategies is learned and generated by the communication of the UAV with the environment and other UAVs. The main contributions of this paper are as follows:

- All allocation strategies are based on a priority mechanism. Priority is used to classify the importance of the UAV task to ensure that the data collected by important modules in the UAV formation can be shared in time to avoid loss. For the actual situation of UAV formation, the M/G/1 queuing model is used for priority determination and packet loss determination.
- According to the delay of the communication system, the packet loss rate and other information, the reward function of the reinforcement learning is redesigned in combination with quality of service (QoS). The parameter variable of the communication system is added to design the reward function as the mean opinion score (MOS), which is closer to the real communication system.
- The algorithm of deep reinforcement learning (DRL) combined with the long short-term memory network (LSTM) is proposed. It is found to have a better convergence speed and better performance than the traditional deep Q-network (DQN) algorithm.

The experimental results show that compared with the traditional reinforcement learning methods (Q-learning and the deep Q-network (DQN)), the proposed method achieves faster convergence and better performance with respect to average collision rate, MOS, and throughput. The remainder of the paper is organized as follows. The system model and queuing model are introduced in Section II, and the proposed dynamic channel and dynamic time slots allocation schemes are introduced in Section III. The performance of the proposed scheme is evaluated in Section IV, and the paper is concluded in Section V.

II. PRELIMINARY KNOWLEDGE AND SYSTEM MODEL

There are many advantages to flying a UAV. Multiple UAV formation flights, coordinated reconnaissance, and combat modes can improve the success probability of single-machine single combat missions to a certain extent. The main research object in this paper is the dynamic management of information exchange in the cooperative operation of UAV formation. The communication link of UAV studied in this paper belongs to the downlink of UAV, that is to use the downlink of UAV for information transmission between UAVs. The difference between dynamic channel allocation and dynamic slot allocation is mainly reflected in the communication mode of UAV, the former is mainly single channel communication, and the latter belongs to broadcast communication mode. The layer between UAVs is reflected by priority.

A. UAV Formation Model

The typical application scenario in which multiple UAVs are deployed is considered in this work, and is illustrated in Fig. 1. Five UAV flight formations are designed, and the priority mechanism is adopted. One UAV is used as the highest priority to serve as the temporary command decision center. The layered structure can ensure that the high priority UAV takes up the resources first, and prevent the low priority UAV from taking up the resources and not using them, resulting in the waste of spectrum.

- **Dynamic channel model** [37]- [39]. The UAV is limited by the communication distance of the ground command center. When the unmanned area performs the task, it can only rely on mutual information exchange to keep abreast of the task execution level in the current environment and the next execution plan. The dynamic channel model is used to solve the process of information exchange between two UAVs, and the channel is divided in advance. In the same time slot, two UAVs share one channel to complete information sharing. Information sharing includes information transmission and receiving.
UAV only choose to wait for the high-priority UAV to occupy the slot allocation scheme, the interrupted low-priority UAV can choose to wait for the appropriate time to continue to occupy the channel for sharing, or switch to another channel to share information. Once the low-priority UAV is interrupted, it may not choose to wait for the high-priority UAV to occupy the channel or time slot occupancy of a low-priority UAV [28]. In the channel dynamic allocation scheme, a low-priority UAV cannot interrupt the occupation of a high-priority UAV [29]. In the multi-UAV environment, it is challenging to obtain a large number of data samples for training, and the training process is time consuming and computation intensive. To this end, reinforcement learning (RL) provides an effective solution.

RL is a type of learning from environmental state mapping to action, with the goal of maximizing the cumulative reward for agents in their interactions with the environment [21]. When interacting with the environment, the RL agents record their status, actions, and goals. A state is a specific configuration of an environment that is sensed by its agents and affected by its operations [31]. The goal of the agent is to maximize the user-defined reward amount received from the environment as its behavioral feedback. For example, negative rewards can motivate agents to "adjust" their behavior to have a higher reward. The total reward for all possible future returns of an action is defined as the reward value. These concepts are all formalized in the MDP framework illustrated in Fig. 3.

The Markov decision process (MDP) can be used to model RL problems. MDP is usually defined as a four-tuple \((S, A, \rho, f)\), where [10]:

- \(S\) is a collection of all environmental states, \(s_t \in S\) represents the state of the agent at time \(t\);
- \(A\) is the set of executable actions of the agent, \(a_t \in A\) is the action taken by the agent at time \(t\);
- \(\rho: S \times A \rightarrow R\) is the reward function, \(\gamma \sim \rho(s, a)\) represents the immediate reward value obtained by the agent performing action \(a_t\) in state \(s_t\);
- \(f: S \times A \times R \rightarrow [0, 1]\) is the state transition probability distribution function, \(s_{t+1} \sim f(s_t, a_t)\) represents the probability that the agent will perform the action \(a_t\) transition to the next state \(s_{t+1}\) in state \(s_t\).

In RL, the policy \(\pi: S \rightarrow R\) is a mapping of the state space to the action space. It is expressed as the agent selecting action \(a_t\) in state \(s_t\) performing the action and propositioning to the next state \(s\) with probability \(f(s, a)\), while accepting rewards \(r_t\) from environmental feedback. Assuming that the immediate time slot before sharing information, and the UAV packet loss situation and delay can be determined according to the queuing theory model [30].

### C. Deep Reinforcement Learning

In the multi-UAV environment, it is challenging to obtain a large number of data samples for training, and the training process is time consuming and computation intensive. To this end, reinforcement learning (RL) provides an effective solution.

### B. Queuing Model for Packet Loss Determination

Reinforcement learning is a Markov decision process. This paper applies the generalized Markov update process to establish a finite population M/G/1 queuing model [20]. The queuing system has four main features: a limited system customer source, the single service desk, the obtained service, and the obtained service status. The queuing system has four main features: a limited system customer source, the single service desk, the obtained service, and the obtained service status. Therefore, the M/G/1 queuing model is adopted to measure the packet loss rate and service status of the UAV. The priority design of UAV formation based on the queuing model ensures the timely sharing of important information [27].

The principle followed is that a high-priority UAV can interrupt the channel or time slot occupancy of a low-priority UAV, but a low-priority UAV cannot interrupt the occupation of a high-priority UAV [28]. In the channel dynamic allocation scheme, once the low-priority UAV is interrupted, it may choose to wait for the appropriate time to continue to occupy the channel for sharing, or switch to another channel to share information with another UAV [29]. In the dynamic time slot allocation scheme, the interrupted low-priority UAV can only choose to wait for the high-priority UAV to occupy the channel for sharing, or switch to another channel to share information.
reward for each time step in the future must be multiplied by a discount factor $\gamma$, then from the time $t$ to the end of the time $T$, the sum of the rewards is defined as [15]:

$$R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r_t,$$

(1)

where $\gamma \in [0, 1]$, and it is used to weigh the impact of future rewards on cumulative rewards.

The state action value function $Q(s, a)$ refers to the execution of action $a$ in the current state $s$, and always follows the strategy to the end of the episode, in which the cumulative return obtained by the agent is expressed as [15]:

$$Q^*(s, a) = E[R_t | s_t = s, a_t = a, \pi].$$

(2)

For all state action pairs, if the expected return of one policy $\pi^*$ is greater than or equal to the expected return of all other strategies, the policy $\pi^*$ is called the optimal policy. There may be more than one optimal strategy, but they share a state action value function [15]:

$$Q^*(s, a) = \max_{\pi} E[R_t | s_t = s, a_t = a, \pi].$$

(3)

this is called the optimal state-action value function, which follows the Bellman optimal equation:

$$Q^*(s, a) = E_{s' \sim S} [r + \gamma \max_{a' \in A} Q(s', a') | s, a].$$

(4)

In traditional RL, the Q-value function is generally solved by the iterative Bellman equation:

$$Q_{t+1}(s, a) = E_{s' \sim S} [r + \gamma \max_{a' \in A} Q(s', a') | s, a],$$

(5)

in which, if $i \rightarrow \infty$, then $Q_i \rightarrow Q^*$. In other words, by continuously iterating, the state-action value function will finally converge, and the optimal strategy will be obtained: $\pi^* = \arg \max_{a \in A} Q^*(s, a)$. However, for practical problems, it is obviously not feasible to solve the optimal strategy by iterative (5), because in the large state space, the method of solving the Q-value function by the iterative Bellman equation is too expensive [32]. In response to this problem, a linear function approximation is usually used in the RL algorithm to approximate the state-action value function, $Q(s, a; \theta) = Q^*(s, a)$. In addition, nonlinear function approximations, such as deep neural networks, can also be used to approximate the value function or strategy.

Mnih [13] combined the convolutional neural network with the Q learning algorithm in traditional RL, and proposed the deep Q-network (DQN) model. This model is used to process visual perception-based control tasks, and is a ground breaking work in the field of DRL. The training process of DQN is illustrated in Fig. 4.

To alleviate the instability caused by the nonlinear network representation value function, DQN makes three main improvements to the traditional Q learning algorithm.

- DQN uses the empirical playback mechanism during training to process the transferred samples online. The transfer samples obtained by the interaction of the agent with the environment are stored in the playback memory unit at each time step. During training, each small batch of transferred samples is randomly selected and the network parameter is updated using a stochastic gradient descent algorithm.
- Not only does DQN use a deep convolutional network to approximate the current value function, but another network is used alone to generate the target Q-value. Specifically, $Q(s, a; \theta)$ represents the output of the current value network, and is used to evaluate the value function of the current state-action pair. $Q(s', a'; \theta_{\pi})$ represents the output of the target value network, and $Y_i = r + \gamma \max_{a'} Q(s', a' | \theta_{\pi})$ is generally used to approximate the optimization objective of the value function, i.e., the target Q-value.
- DQN reduces the bonus value and error term to a limited interval, which ensures that the Q-value and the gradient value are within a reasonable range, which improves the stability of the algorithm. Experiments show that DQN exhibits a competitive level comparable to that of human players when solving complex problems such as the Atari 2600 game [25].

With the reinforcement learning design, the UAVs interact with the environment without any prior knowledge. The UAVs then learn how to share the information correctly and efficiently by the reward mechanism of reinforcement learning. DQN has a memory library to learn from previous experience. When the DQN is updated, some previous experiences can be randomly selected from the library to learn from. Because the historical data samples are randomly extracted from the library, the correlation between past-experience samples is disrupted and the neural network updates can be more efficient.

D. Long Short-term Memory (LSTM)

The recursive structure of the long short-term memory (LSTM) network is improved based on the recurrent neural network (RNN). The difference between LSTM and the original RNN is that the LSTM network has four processing...
modules which interact with each other in a unique way to achieve long-term information processing capability [33]. The LSTM network structure is shown in Fig. 5.

LSTM belongs to the class of time recurrent neural networks (RNN). It is effective for addressing the problems of vanishing gradient and exploding gradient in the process of long-sequence training [22]. There is only one state unit in the hidden layer of the original RNN. This state unit is very sensitive to short-term input, and because of the exponential function, the gradient of the RNN will disappear or explode. LSTM was proposed by Hochreiter and Schmidhuber to solve this problem by adding a state \( c \) to the RNN to preserve long-term memory [23].

LSTM uses two gates to control the content of cell state \( c \). One is the forgetting gate, which determines how much cell state of the previous moment \( c_{t-1} \) is reserved to the current moment \( c_t \); the other is the input gate, which determines how much input \( x_t \) of the network is saved to cell state \( c_t \) at the current moment. LSTM uses output gates to control how much cell state \( c_t \) is output to the current output value \( h_t \) of LSTM.

The forward propagation process of LSTM is as follows. First, the forgotten gate layer determines which information is discarded from the LSTM cell state. The output of the forgotten gate can be expressed as [22]:

\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f),
\]

where \( W_f \) is the weight matrix of the forgetting gate, \( [h_{t-1}, x_t] \) is the combination of two vectors into a longer vector, \( b_f \) is the bias term of the forgetting gate and \( \sigma \) is the sigmoid function.

Second, the LSTM needs to determine which information is stored in the long-term memory unit of the LSTM, which contains two parts. First, the s-shaped layer of the input gate is used as the information to be updated, and then, the tanh unit will create a new candidate value vector \( \tilde{C}_t \) and add it to the unit state. After forgetting, the new state of the unit will be multiplied by the old state \( C_{t-1} \) and \( f_t \) to obtain information, and \( \tilde{C}_t \) can be updated. These steps are expressed as follows:

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i),
\]

\[
\tilde{C}_t = \tanh(W_C \cdot [h_{t-1}, x_t] + b_C),
\]

\[
C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t,
\]

where \( \odot \) represents the element-by-element multiplication of two vectors.

Finally, the output gate updates the state of the LSTM unit. First, the s-shaped layer is used to determine which parts of the current cell state require output; then, tanh processes the cell state to obtain a value between -1 and 1, and multiplies the s-type output to obtain an output value. The arithmetic expression of this processing is as follows:

\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o),
\]

\[
h_t = o_t \odot \tanh C_t.
\]

In this paper, LSTM is mainly used to preserve historical observation data. Specifically, LSTM is used to solve the problem of the weak ability of the circular neural network to process long-term memory information. In the process of reinforcement learning, more historical information can help the UAV to more quickly learn the characteristics of the environment [34]. LSTM networks can also predict environmental feedback from future UAV actions. This can speed up the convergence of the algorithm.

III. DYNAMIC MANAGEMENT BASED ON REINFORCEMENT LEARNING

To improve the convergence speed of the deep reinforcement learning algorithm, a long short-term memory (LSTM) network is introduced to preserve the historical information of action and environmental feedback. By learning the historical information, a more rapid model of the environment can be built to adapt to the highly dynamic characteristics of the UAV cluster environment. In addition, LSTM can also predict the future state of the environment and help DQN learn the optimal strategy more quickly.

A. Algorithm Structure

The UAV dynamic management scheme is subsequently described. The key elements of reinforcement learning in the multi-UAV environment, i.e., agent, action, state, reward function, and strategy, are first defined. The channel allocation strategy is determined by the deep Q-value network, and the agent will gradually provide the optimal strategy through continuous interaction with the environment [35]. In the multi-UAV context, the elements are defined as follows.

**Actions(dynamic channel allocation):** Suppose there are \( N \) UAVs. Each individual UAV is defined as an agent. There are \( N \) types of actions for each agent, i.e., sharing information with other \( N-1 \) UAVs or waiting. The action form of UAV is then defined as:

\[
d_t^i \in \{0, 1, ..., N-1\}, d_t^i \neq n.
\]

**Actions(dynamic time slots allocation):** Suppose there are \( N \) UAVs. Each individual UAV is defined as an agent. There are two types of actions for each agent, i.e., sharing information with other \( N-1 \) UAVs or waiting, \( a_i \) represent the current
request for sharing information. The action form of UAV is then defined as:
\[ a^n_i \in \{0, 1\}. \tag{13} \]

**Rewards:** The reward \( R \) of the action is defined as the predicted reward function for data transmission. The mean opinion score (MOS) metric is introduced to calculate the reward. The MOS can be calculated as follows:
\[ R = MOS = \frac{a_1 + a_2 FR + a_3 \ln(SBR)}{1 + a_4(TPER + a_5(TPER))}, \tag{14} \]
where \( FR \), \( SBR \) and \( TPER \) are the frame rate, sending bit rate and total packet error rate, respectively. Additionally, \( a_i \), \( i \in 1, 2, 3, 4, 5 \) is estimated using the linear regression process. The MOS range is from 1 (lowest) to 5 (highest).

The structure adopted for the algorithm in the present study is an integration of LSTM and DQN, so the iterative updates of the Q-value are similar to that in DQN:
\[ Q(s^T_t, a^n_t) \leftarrow \\]
\[ Q(s^T_t, a^n_t) + \alpha [r^{p^n_d}_{t+1} + \gamma \max_{a^n_{t+1}} Q(s^{n_t}_{t+1}, a^{n_{t+1}}) - Q(s^T_t, a^n_t)], \tag{15} \]
where \( \alpha \in [0, 1] \) is the learning rate and \( \gamma \in [0, 1] \) is the discounted rate of reward. When the Q-value is updated, the following action principles are chosen:
\[ a^T_{t+1} = \begin{cases} \arg\max_a Q(s,a), & \text{if } 0 < \varepsilon \leq p_e \\ \text{Choose random action}, & \text{if } p_e < \varepsilon < 1. \end{cases} \tag{16} \]
In (16), \( \varepsilon \in (0, 1) \) is a randomly generated number, and \( p_e \) is the probability of exploration. Because there are many states in the environment, a decreasing probability of exploration is designed to ensure that there is enough space for exploration at the beginning:
\[ p_e = \frac{CTS}{TTS}^{-0.9}, \tag{17} \]
where \( CTS \) and \( TTS \) are the current time slots and total time step respectively.

Environmental feedback includes throughput, collision, packet loss rate and delay. The proposed LSTM+DQN algorithm framework for dynamic channel allocation of the UAV fleet is illustrated in Fig. 6. The feedback of the environment is first input to the input of LSTM. The information is stored and predicted in the network of LSTM. Then the result is input to the neural network for calculation and estimation, and finally the optimal strategy is given. The detailed procedure of the LSTM+DQN algorithm phase for training steps is presented in Algorithm 1.

The detailed procedure of the dynamic channel allocation algorithm is presented in Algorithm 2, and the detailed procedure of the dynamic time slots allocation algorithm is presented in Algorithm 3.

**B. Evaluation Factor**

If a busy channel is detected as idle, this detection result is called a false alarm. The detection probability is called the false alarm probability, which is an important parameter of the accuracy of spectrum sensing [36]. The effective channel utilization of a UAV can be evaluated using the spectral sensing accuracy and channel hold time (CHT). It is well known that the higher detection probability \( pd \) corresponds to a lower false alarm probability \( pf \). In this way, the spectrum sensing accuracy can be expressed as follows:
\[ M_A = P_+ d(1 - P_- f). \tag{18} \]
Algorithm 1 LSTM+DQN Algorithm Phase for Training Steps
1: Initialize relay memory $D$ to capacity $N$;  
2: Initialize action-value function $Q$ with random weights $\theta$;  
3: Initialize target action-value function $Q_{t+1}$;  
4: for episode $i = 1, 2, ..., M$ do  
5: for time-slot $t = 1, 2, ..., T$ do  
6: for each UAV in UAVs do  
7: Initialization of LSTM and DQN networks;  
8: Generate a random number $\varepsilon$;  
9: Select actions according to (16);  
10: Obtain feedback from the environment between each UAV on communication result and reward value $r_{t+1}$;  
11: The state and action are input into the LSTM network, and the output of LSTM network is used as the input to the DQN network;  
12: Store transition information in long-term memory unit of LSTM;  
13: Store transition information in D of DQN;  
14: The DQN computes the Q-estimation $Q_{t+1}$, and calculates Q-value according to the actual $Q_t$;  
15: Update the Q value according to (15) as:  
16: end for  
17: end for  
18: end for  
19: return Allocation Strategy

Algorithm 2 The Dynamic Channel Allocation Algorithm
1: for episode $i = 1, 2, ..., M$ do  
2: for time-slot $t = 1, 2, ..., T$ do  
3: for each UAV in UAVs do  
4: Initialization priority for UAV through the task information;  
5: Initialization actions according to (12);  
6: Training UAV formations for dynamic channel allocation with Algorithm 1;  
7: end for  
8: end for  
9: end for  
10: return Channel Allocation Strategy

Algorithm 3 The Dynamic Time Slots Allocation Algorithm
1: for episode $i = 1, 2, ..., M$ do  
2: for each UAV in UAVs do  
3: Initialization priority for UAV through the task information;  
4: Initialization actions according to (13);  
5: Training UAV formations for dynamic time slots allocation with Algorithm 1;  
6: end for  
7: end for  
8: return Time Slots Allocation Strategy

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of UAVs</td>
<td>5</td>
</tr>
<tr>
<td>Number of channels</td>
<td>4</td>
</tr>
<tr>
<td>Detection probability ($P_d$)</td>
<td>[0.9, 0.99]</td>
</tr>
<tr>
<td>False alarm probability ($P_f$)</td>
<td>[0.01, 0.1]</td>
</tr>
<tr>
<td>Exponential distribution rate ($\lambda_{ph,i}$)</td>
<td>[0.02, 1]</td>
</tr>
<tr>
<td>Number of training steps</td>
<td>10000, 18000</td>
</tr>
<tr>
<td>Discounted rate ($\gamma$)</td>
<td>0.01</td>
</tr>
<tr>
<td>Learning rate ($\alpha$)</td>
<td>0.01</td>
</tr>
<tr>
<td>Number of priority</td>
<td>5</td>
</tr>
</tbody>
</table>

If $T$ represents the total frame length and $\tau$ is the channel sensing time, the transmission period is $T - \tau$. It is assumed that the UAV arrival rate $\lambda_{ph}$ follows a Poisson distribution, and the CHT of duration $t$ has the following probability distribution:

$$f_t = \lambda_{ph} e^{-(\lambda_{ph})t}.$$  \hspace{1cm} (19)

From the work by Koushik [24], the channel utilization factor can be obtained:

$$CUF = M_A \cdot \frac{T}{t} (1 - e^{-(\lambda_{ph})t}).$$  \hspace{1cm} (20)

The average collision rate (ACR), the MOS, and the throughput(TH) are used to evaluate the performance of the proposed algorithm. The ACR is defined as:

$$ACR = \frac{1}{M} \sum_{i=1}^{M} \frac{n_i}{C},$$ \hspace{1cm} (21)

where $M$ is the total number of training steps, $C$ is the number of channels, and $n_i$ is the number of collision channels during the $i$-th training step. The MOS is shown in (14).

The normalized throughput (TH) is:

$$(TH_k)_{norm} = \frac{TH_k}{(TH_k)_{ideal}},$$ \hspace{1cm} (22)

where $(TH_k)_{ideal}$ is the ideal throughput calculated via the Shannon capacity theorem.

IV. Simulation Evaluation and Discussions

A. Configuration

In this section, the simulation evaluation of the proposed dynamic management scheme for multi-UAVs systems is presented. The parameters of the experiment were set as shown in Table 1.

For the algorithm parameters, 128 hidden layers were chosen for the LSTM network. The length of each stored historical sequence was 5. The number of hidden layers of the DQN neural network was also set to 128. The parameters of the LSTM+DQN, DQN, and Q-learning schemes were set as: a learning rate of $\alpha = 0.01$ a discounted rate of $\gamma = 0.01$. The DQN and Q-learning algorithms were used as baselines to compare with the proposed LSTM+DQN algorithm.

The CUF can be used to represent the results of the spectrum evaluation to select the best channel. According to
the IEEE 802.22 recommendation, the probability of correct detection is $P_d = [0.9, 0.99]$ and the possibility of false positives, $P_f = [0.01, 0.1]$. Therefore, the possibility of spectrum sensing accuracy is $P_d(1 - P_f) = [0.81, 0.99]$.

**B. Channel Evaluation**

The channel environment was evaluated first, including the spectrum sensing accuracy ($M_A$) and the CUF according to Equation (18) and (20), respectively.

The perceptual accuracy of the spectrum of each UA V was first calculated. As shown in Fig. 7, the perceptual accuracy of each UAV was calculated by Equation (18). The specific parameters are given above.

Fig. 8 presents the channel utilization factor as calculated by Equation (20). Because the scene design used in this study has five UAVs to form a flight formation, up to four channels are used for the transmission of information in each time slot, whether they are dynamically allocated channels for shared information, or dynamically allocated time slots for sharing information. Therefore, the number of channels was set to 4 in the present study, which fully meets the needs of UAV formations. In the process of performing dynamic channel allocation, the channel can be selected, and the channel with high channel quality is selected for communication. When dynamic time slot allocation is performed, each channel will be occupied in a time slot.

**C. Dynamic Channel Allocation**

To evaluate the performance of the three algorithms, 200 training samples were collected during each iteration to calculate the average collision rate (ACR), the mean opinion score (MOS), and the throughput (TH). The three evaluation index curves of the three algorithms (Q-learning, the deep Q-network (DQN) [18], and the proposed LSTM+DQN) are presented in Figs. 9 - 11.

As can be seen from Fig. 9, the ACR of the three algorithms did not differ much at the beginning of the experiment. This is because the feedback that the agent obtained from the environment was not sufficient when the algorithm interacted with the environment. As the number of training increased, UAVs accumulated increasingly more information from the environment. It can be seen from the figure that the LSTM+DQN algorithm proposed in this paper converged after 6000 time slots, which is the fastest convergence rate among the three schemes. The other two algorithms began to converge after 8000 time slots and 9000 time slots, respectively. Compared with the traditional algorithm, the convergence speed of the algorithm was nearly 2000 steps. This is because the LSTM network retained more historical information, enabling the DQN neural network to better predict the optimal channel access strategy. After reaching convergence, the average collision rate of the method fluctuated around 10%, while the collision rates of the other two algorithms were 12% and 16%, respectively. The reason for the collision probability fluctuation is that there is a possibility of $1 - p_e$, i.e., reinforcement learning will select random actions to prevent local optimality in the process.

Fig. 10 shows the mission management system for the UAV. The MOS value indicates whether the allocation strategy obtained is the optimal strategy. According to the experimental results of Fig. 10, the LSTM+DQN algorithm proposed in
Fig. 10. The mean opinion score achieved by Q-learning, DQN [18], and LSTM+DQN (dynamic channel allocation).

This paper obtained the highest MOS; after convergence, it was 13% higher than that of DQN algorithm. In addition, the maximum likelihood of the Q-learning method was about 20% lower than the other two algorithms. This is because the first two algorithms have a memory library for learning historical information, which helps to find the optimal strategy. Because LSTM can store historical information for a long time, its MOS convergence speed was 2000 steps faster than that of the other two algorithms.

The TH in these three schemes is shown in Fig. 11. In this study, both conflict and non-access were considered communication failures. It can be seen from the curve that the TH of the proposed algorithm was 5% higher than that of DQN, and 10% higher than that of Q-learning. Although the improvement in this scenario is modest, it demonstrates the advantages of the proposed algorithm.

The improved algorithm uses LSTM to process the historical information, which not only improves the learning ability of the network to the historical information, but also can make a certain prediction through the historical information, which greatly improves the convergence speed of the network. Based on the preceding results and discussions, it can be concluded that the proposed LSTM+DQN algorithm achieves a faster convergence speed and a superior channel allocation strategy compared to the two baseline schemes.

D. Dynamic Time Slot Allocation

The difference between dynamic time slot allocation and dynamic channel allocation is that the channel is used without collision in each time slot, i.e., only one UAV is transmitting information, and other UAVs are in the state of reception. Therefore, only MOS and TH, not ACR, were considered in this study, as shown in Figs. 12 and 13. Additionally, the prioritized UAV formation will use the M/G/1 queuing model to generate queuing during the time period in which the waiting time slot is available, so this UAV will cause packet loss due to a long queue time. In the UAV formation task, the information obtained by the main work module is necessary, some auxiliary information is allowed to be lost, thus, task delay for each UAV was evaluated, and the results are presented in Fig. 14.

As can be seen from Fig. 12, the convergence rate of the average bonus value of the dynamic time slot allocation was faster than that of dynamic channel allocation, and convergence began about 2000 steps in advance. This is because there is no need to consider collisions between channels in the process of dynamically allocating time slots, as all channels in each time slot are used. What needs to be assigned is only which UAV is used to send information in this time slot, so the remaining UAVs are all adjusted to accept the status of the information. It can be seen from the figure that the proposed algorithm had a faster convergence speed, which means that the training time was shorter, and the optimal strategy could be given faster; it was 2000 training steps faster than the other two algorithms. The value of MOS represents the satisfaction with the strategy. The highest MOS value is 5. When the proposed algorithm converges, the value of MOS can be stabilized at about 4.4, which is 10% higher than that.
of the DQN algorithm 4.0 and 26% higher than that of the DQN algorithm 3.5.

The MOS value that the system can achieve in the case of randomly assigned time slots was also analyzed. It can be seen from the curve that the random allocation is very stable, but its MOS value was only about 1.5, which is far less than half that of the proposed algorithm.

Fig. 13 presents the throughput of the dynamic time-slot allocation system. The throughput of dynamic time slot allocation is also different from that of dynamic channel allocation. Because each time slot channel is occupied, it is mainly determined whether each time slot is fully utilized. The proposed algorithm must ensure that the time slots are used continuously without being wasted. Because a priority approach was introduced, high-priority UAVs cannot be interrupted by low-priority UAVs when they are internships, which causes low-priority UAVs to enter a wait state if the high-priority UAV exits using the time slot, and the low priority UAV may have packet loss, which causes the time slot to be idle and wasted. This kind of waste is inevitable, so the proposed algorithm must solve this issue. As long as the low-priority UAV detects that the time slot is idle, it will occupy the information sharing.

From Fig. 13, it is evident that the proposed algorithm began to converge at 4000 training steps, and the TH at convergence was about 0.98. The other two algorithms reached convergence in 6000 steps, and their throughput rates were about 0.92 and 0.9, respectively. The throughput rate of the proposed algorithm was respectively 6% and 8% higher than those of the other two algorithms, which appears to be not very obvious. This is because the dynamic time slot allocation process is relatively simpler than the dynamic channel allocation process, so all three algorithms can achieve better results.

Additionally, experiments of random time slot allocation were also conducted. From the curve, it can be concluded that random allocation has a very stable effect, but the TH always stays at 50%, this means that half of the time slots have no information. Transmission tasks, which greatly waste the communication resources, are not conducive to the timeliness of the information sharing of UAV formations, and may have a relatively large impact on the success of the final mission of the UAVs.

In this paper, the UAV service time was set to obey an exponential distribution, and the number of channels was set to 4. The specific parameter settings are shown in Table II.

When evaluating the delay, only that of the LSTM+DQN algorithm was measured. Because the delay measures the role of the priority mechanism, different priorities represent different important tasks, i.e., modules with different functions carried on the UAV. The higher the priority, the more important the tasks undertaken in the formation. Therefore, in principle, the information collected by these modules cannot be missing. On the contrary, the information collected by the lowest priority module is used as the entire formation task. Auxiliary information can generate packet loss, which will not have a serious impact on the success of the task.

The delay in this scheme is shown in Fig. 14. It can be seen from the figure that after adding priority, the three algorithms can improve the service delay of high priority UAVs. For the highest priority UAVs, the three algorithms reduce the delay by 83%, 73% and 67% respectively. Among them, the improved dqn + LSTM algorithm has better results in high priority improvement. Although the Q-learning algorithm has been improved, it can be found that it does not obviously reflect the level restrictions brought by the priority, while the dqn algorithm has very obvious level restrictions. It can be

<table>
<thead>
<tr>
<th>Priority</th>
<th>Number of UAVs</th>
<th>Transmission Rate (MHz)</th>
<th>Delay (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3.6</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2.3</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1.5</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1.0</td>
<td>1000</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>&lt;1.0</td>
<td>No</td>
</tr>
</tbody>
</table>

Fig. 14. The delay achieved by LSTM+DQN. Comparison of priority access methods and non-priority random access methods.
seen that the lowest priority UAV delay has reached 6100ms, which can almost be identified as the basic UAV delay. There is little access to transmit information on.

V. Conclusion

This paper examined a system model for the dynamic management of UAV flight formations, and studied how UAV formations share information in the absence of missions. Two models were analyzed, one was the dynamic allocation channels for sharing purposes, and the other was the exchange of information between UAVs by dynamically allocating time slots. The M/G/1 queuing model was designed to measure the UAV packet loss and latency, and the MOS was used to design reward functions in reinforcement learning. Three kinds of reinforcement learning algorithms were studied, namely Q-learning, DQN and the proposed LSTM+DQN. Through the simulation results, it was concluded that the proposed algorithm has fast convergence ability and excellent performance in both the dynamic channel allocation model and the dynamic time slot allocation model. In the dynamic channel allocation model, the convergence speed was about 2000 steps, and the ACR was 2% and 6% lower than that of other two algorithms. The value of MOS was 13% and 20% higher than that of other two algorithms. The value of TH was better than that of other two algorithms by 5% and 10%, respectively. In the dynamic time slot allocation model, the MOS value of the proposed algorithm was 10% and 26% higher than that of the other two algorithms, and the TH value was 6% and 8% higher, respectively. Based on the reinforcement learning algorithm, a priority mechanism was introduced to ensure that important information was not lost. From the simulation results, it was found that the average latency of the two UAVs with the highest priority was 83% lower than that of the non-priority model.

In future work, the average delays of three low-priority UAVs were found to be higher than that of the non-priority model, the authors will continue to ensure that other priority UAVs occupy resources reasonably under the premise of ensuring the priority while ensuring the high priority UAVs fully occupy resources.
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