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All neurons in Figure 20.8 have a unipolar activation function and if the system is properly designed, 
then for any input vector in certain areas only the neuron of this area produces +1 while all remain-
ing neurons have zero values. In the case of when the input vector is close to a boundary between 
two or more regions, then all participating neurons are producing fractional values and the system 
output is generated as a weighted sum. The fourth layer performs such a calculation: the upper sum 
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Figure 20.11  Construction of membership functions by neurons’ activation functions: (a) trapezoidal membership 
function and (b) triangular membership function.
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Figure 20.10  The neural network performing the function of fuzzy system.

K10149_C020.indd   7 9/3/2010   4:05:47 PM



20-8	 Intelligent Systems

divided by the lower sum. Like the neuro-fuzzy system in Figure 20.5, the last two layers are used for 
defuzzification.

Using this concept of neuro-fuzzy system, the result surfaces with different combination of activation 
functions, can be obtained as shown in Figure 20.12.

It was shown above that a simple neural network of Figure 20.10 can replace a TSK neuro-fuzzy 
system in Figure 20.5. All parameters of this network are directly derived from requirements specified 
for a fuzzy system and there is no need for a training process.

20.4  Conclusion

The chapter introduced two types of neuro-fuzzy architectures, in order to improve the performance of 
classic fuzzy systems. Based on a given example, the classic fuzzy systems and the neuro-fuzzy systems, 
with different settings, are compared. From the comparison results, the following conclusions can be 
drawn:

•	 In the same type of fuzzy system, using triangular membership functions can get better results 
than those from using the same number of trapezoidal membership functions.

•	 With the same membership function, TSK (Takagi, Sugeno, and Kang) fuzzy systems perform 
more accurate calculation than Mamdani fuzzy system.

•	 The neuro-fuzzy system in Figure 20.5 makes a slightly improvement on the accuracy, with the 
cost of using signal multiplication units, which are difficult for hardware implementation.

•	 The neuro-fuzzy system in Figure 20.10 does the same job as the neuro-fuzzy system with TSK 
rule in Figure 20.5.
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Figure 20.12  Control surface using neuro-fuzzy system in Figure 20.10: (a) using combination of activation 
functions in Figure 20.11a, error = 2.4423 and (b) using combination of activation functions in Figure 20.11b, 
error = 1.3883.
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