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Abstract

A digital circuit with n primary input lines has N = 2n possible input vectors and a

test vector that detects a fault in the circuit may be among those 2n n-bit combinations.

A pure random test generator can generate these test vectors, but this is inefficient due

to its random generation of n-bit combinations. Various testing algorithms were developed

and implemented over six decades to overcome this inefficiency. Classic algorithms like D

algorithm, PODEM, and FAN laid the foundations over which other algorithms were built

upon to improve the search time for test vectors.

Because the search for tests for hard-to-detect faults in a circuit has exponential com-

plexity, test generation, whether performed randomly or algorithmically, is computationally

expensive. Backtrack is one of the essential activities in ATPG algorithms that directly im-

pacts search time. In colloquial terms, backtrack means the algorithm took a bad decisions

when determining which circuit inputs should be set to achieve an objective to find a test

vector. Contemporary algorithms use various circuit topological information and testability

measures as heuristics to reduce backtracks and improve search time. Patel and associate

concluded from their experiments that rather than using a single testability measure with

a high backtrack limit, it is more efficient to use multiple testability measures successively

with lower backtrack limits. However, the use of multiple testability measures successively

as ATPG heuristic still remains quite expensive in test generation time.

To address unmanageable time complexity, engineers often rely on human “hunches”

and heuristics learned through experience. Training machines to adopt these human skills is

known as machine learning (ML) or machine intelligence (MI). This dissertation examines

MI for its ability to enhance automatic test pattern generation (ATPG) by the combining
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circuit topological information and testability measures as a novel heuristic to reduce back-

tracks. Instead of a conventional heuristic to guide backtracing directions, this work uses

MI algorithms. The guidance can come from unclassified data in which we find patterns –

known as unsupervised learning – or it can come from a database of training problems with

desired outcomes, known as supervised learning. The ML framework applied to ISCAS’85

and ITC’99 benchmark circuits showed significant improvements in ATPG performance as

reduced backtracks and computation time. Initial experiments found a significant decrease

in computation time and backtracks with basic MI structures and training.

In this research, a PODEM ATPG program is implemented with ML-based guidance

for backtraces. Initially, basic trained-ANN guidance is found to reduce backtracks and

CPU time over any single heuristic guidance. Then, an optimally-trained-ANN guidance

enhances the ATPG performance. Next, principal component analysis (PCA) combines

several heuristics to train the ANN. The PCA-trained-ANN guidance produced the best

ATPG performance.
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Chapter 1

Introduction

Circuit testing is a critical part of the integrated circuit (IC) manufacturing process that

prevents the release of defective circuits, and it plays a pivotal role in maintaining trade-offs

between IC quality and manufacturing cost. An exemplary IC manufacturing test can avoid

shipment of bad ICs to the customer, and a poor IC manufacturing test can deteriorate the

quality and increase the manufacturing cost of the ICs. This increased IC manufacturing cost

must then be recovered from increased manufacturing and shipment costs of good ICs [4].

The central principle of testing is applying stimuli to manufactured ICs to excite and

detect defects created during silicon manufacturing. Binary patterns (or test vectors) are

applied to the circuit’s inputs, and then the response of the circuit is compared against

the expected response. If the response matches, one may say the circuit is free of any

defects. Therefore, the quality of testing can be measured by calculating the percentage of

the modeled defects detected by the test vectors. Therefore, a high quality test makes less

likely to ship a defective circuit.

The cost of testing circuits is a significant portion of IC manufacturing costs [5], and

as transistor density continues to scale upwards, circuit test costs are increasing and efforts

continue to keep these costs down. Testing costs are increasing for two reasons: test genera-

tion and test application. Test generation comprises computer programs that algorithmically

generate tests for the device under test (DUT), and this cost is incurred only once when de-

veloping the circuit. In contrast, test application costs are repeated for each manufactured

device, and the total cost is proportional to the number of circuits manufactured. The chal-

lenge of circuit test with regards to these two costs is to reduce costs while simultaneously

1) preventing the release of defective circuits and 2) not discarding good devices.
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For the earliest generations of ICs, designers and test engineers resorted to functional

testing that was not fully automated, yet it was useful for exhaustively testing small to

medium-sized ICs. However, problems of functional testing became prolific when the logic

functions become large and complex. Let us illustrate this problem with the testing of a

ten-input AND function. Suppose an input pattern 0101010101 is applied and 0 is observed

at the output of the function. One may conclude that gate under test is neither a NAND

nor an OR function because it violates the function of NAND and OR functions. Again, an

input pattern 1111111111 is applied to ensure the gate under test is not a NOR function

because it violates the function of NOR. Still, one can not guarantee the given gate under

test will function correctly as an AND gate for all 210 = 1024 possible input patterns. But,

one can conclude that the gate with ten inputs under test is AND by checking each entry of

the truth table, and although it is possible with ten inputs, such a test will be too long and

impractical for an actual circuit with many input lines.

In 1959, Eldred [6], Galey et al. [7, 8], and several others established structural test-

ing built around the stuck-at fault model and developed automatic test pattern generation

(ATPG) algorithms to create test vectors. ATPG is a classic very large scale integration

(VLSI) testing problem. Typically, the problem can be formulated as, “a fault is given, find

a test.” Since the first digital circuit was created, several testing methods were developed to

test if the logic worked in an intended way. As digital circuits became complex following the

trend of Moore’s law [9], there was an impetus to research various ATPG algorithms that

can find efficient test vectors.

Several noteworthy theoretical studies [10–12] show that test generation for combina-

tional circuits belongs to the class of problems called NP-complete, suggesting that no test

generation algorithm with a polynomial computation time complexity is likely to exist. One

may have to try all possible circuit input vectors to find a test for a fault, but this is im-

practical for modern, large circuits, making ATPG difficult. In practice, the worst-case

time complexity of test generation for a circuit is non-polynomial (exponential), and test
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generation algorithms can achieve slower time growth by using heuristic search techniques

or subroutines in ATPG. A sub-step in many ATPG algorithms is to trace backward (i.e.,

“backtrace”) from an interior location and select a circuit’s input to assign to remedy the

exponential complexity of test generation algorithms. This choice may or may not lead to

a test, and in the latter case, one may have to backtrack to undo the circuit’s input as-

signment. To reduce the possibility of backtracking, heuristics based on designer’s intuition

choose tracing directions when backtracing.

Creating an effective heuristic for all situations in ATPG may be difficult, but recent

advances in MI can create effective heuristics with minimal programmer effort. MI is a

category of algorithms that are automatically programmed based on past experience. It is

best applied to problems that cannot be solved by deterministic decisions or, more specif-

ically, where the designer’s deterministic decisions cannot be easily programmed. Recent

studies applying MI to circuit testing [13] have yielded improved algorithm output quality

and reduced algorithm CPU time, and I foresaw the same advantages for ATPG.

The novelty in this dissertation entails replacing conventional heuristics of an ATPG

algorithm with new heuristics based on circuit topology and testability measures combined

through MI. MI techniques – artificial neural network (ANN) and principal component anal-

ysis (PCA) – guide backtracing decisions in ATPG that traditionally relied on a human-

dictated heuristic. Results show fewer backtracks, reduced CPU time, and potential for

exploring and combining a greater variety of ATPG inputs.

This dissertation is divided into eight additional chapters. Chapter 2 introduces the

standard terms of ATPG, the key concepts behind generating tests, including the fault sen-

sitization and propagation process, and ATPG algorithms’ evolution. Chapter 3 introduces

the idea of MI, an introduction to ANNs and PCA, prior work in the application of MI to

testing, and how MI is currently applied to ATPG.

Chapter 4 examines MI’s ability to enhance ATPG by reducing backtracks. In lieu of

a conventional heuristic to decide backtracing directions, this chapter uses an ANN trained

3



through PODEM on hard-to-detect faults. Training data contains topological data, testa-

bility measures, and backtracking history, and when trained on this data, the ANN guides

backtracing in directions unlikely to backtrack. When trained with a single feature (e.g.,

Controllability and Observability Program (COP)), ATPG performance is comparable to

conventional PODEM, and using multiple features further reduces backtracks and ATPG

CPU time. This chapter establishes the feasibility of “basic trained-ANN guidance” capa-

bility for ATPG [2].

Chapter 5 presents a training method for ANNs for ATPG. Unlike in Chapter 4, ANNs

combine any number of known multiple ATPG inputs, such as input-output distance (logic

depths), gate type, and testability measures like COP, as heuristics and guide PODEM to find

tests with reduced backtracks in reasonable CPU time, but under ad-hoc training methods,

some circuits obtained degraded fault coverage; the unaddressed challenge was finding useful

data that improved ATPG performance for such circuits. The proposed training method

in this chapter recursively collected data on hard-to-detect faults and discarded data that

did not improve ANN quality; the method both optimized ANN hyperparameters, and the

resulting ANN reduced backtracks. This chapter develops the concept of “optimally-trained-

ANN guidance” for ATPG [3].

Chapter 6 introduces unsupervised learning that can combined any number of known

ATPG inputs, such as input-output distance (logic depths), and testability measures like

COP and Sandia Controllability/Observability Analysis Program (SCOAP) values through

PC analysis, and then the major PC can guide ATPG choices. Some ATPG inputs data were

re-calculated and two major PCs were obtained. These PCs guided backtrace directions in a

PODEM ATPG program, and for most circuits, the number of backtracks either matched the

best of the three heuristics or was lowered. This chapter introduces the principal component

analysis (PCA) to combine multiple heuristics for “PCA-guidance” in ATPG [14].

Chapter 7 introduces Chapter 5’s ANN feature reduction methodology to improve the

ANN complexity and guide decisions that otherwise rely on heuristics. The ANN analyzed
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gate types, logic depths, fan-outs, and testability measures to choose backtracing directions

and to make circuit input assignments. When treating these values as a multivariate statistics

problem, extracting the PCs, and re-training the ANN with PC as features, the complexity of

the ANN is reduced and ATPG efficiency is enhanced. This chapter combines the techniques

investigated in the previous three chapters. Here, the ATPG relies on “PCA-trained-ANN

guidance”. The ANN is trained with sample ATPG data combined with several principal

components derived from the heuristic data of training circuits. The result, not surprisingly,

is the best achieved in this research so far [15].

Finally, Chapter 8 summarizes this dissertation and discusses open challenges yet to

be addressed by ML in testing. Chapter 9 concludes this dissertation with possible future

research directions that may explore the latest computing technologies–such as quantum

algorithms–to apply to test generation problems.
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Chapter 2

Automatic Test Pattern Generation – History and Challenges

This chapter introduces standard terms used in ATPG research, the critical concepts

of ATPG, and ATPG algorithms’ evolution over the past six decades. Specifically, this

chapter informs the reader about the typical VLSI testing-related standard terms required

to understand the ATPG process. The following section gives a synopsis of the fault de-

tection processes in ATPG and the final sections explain the important ATPG algorithms,

their problems, solutions to fix them, and detail on using similar solutions in other ATPG

algorithms.

In the past, the design and test of digital ICs was classified as a tedious process, and a

significant part of this process was test generation, due to its manual nature. Various ATPG

algorithms played a critical role in amplifying the quality of manufactured ICs. These algo-

rithms primarily focused on different ways to reduce the number of test patterns needed to

test a digital circuit: these patterns are the combination of binary logical patterns assigned

to circuit inputs needed to detect faults in the circuit, also known as tests. Computers use

ATPG algorithms to find tests from all possible patterns by using various circuit-related

information to determine the circuit inputs’ values that form tests. These algorithms be-

came more efficient and robust with more research, and with more ways to use the circuit

information.

2.1 Standard Terms in ATPG

Before going into more detail, one must be familiar with the standard terms in ATPG

used frequently throughout this dissertation.

• 0: – A logic value 0 in both the faulty and fault-free circuits.
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Figure 2.1: The Schneider circuit [1].

• 1: – A logic value 1 in both the faulty and fault-free circuits.

• Fault: When a failure in a circuit causes a difference in its node’s logical value.

• D: – A logic value 1 in the properly functioning circuit, but a logic value 0 in the

faulty circuit.

• D: – A logic value 0 in the properly functioning circuit, a logic value 1 in the faulty

circuit.

• X: – Unassigned or unknown value.

• Schneider circuit: A circuit with reconverging fanout named after the engineer Peter

R. Schneider, as shown in Fig. 2.1. In 1967, J. P. Roth used this circuit to find tests

for those failures that are not detected by other old sensitized path algorithms.

• Circuit graph: A representation of circuit (e.g. see Fig. 2.2) comprising of nodes and

edges, as shown in Fig. 2.3.

• Primary inputs (PIs): The externally accessible input pins of a circuit-under-test

through which logical signals can be stimulated.
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• Primary outputs (POs) : The externally accessible output pins of a circuit-under-

test through which logical signals can be observed.

• Goal: The node of interest in a circuit which can hold a desired value.

• Search space: A set of all possible input test patterns that may be assigned to primary

inputs of a circuit.

• Search graph: A tree structure (see Fig. 2.4) built using all possible choices for circuit

input patterns.

• Backtrace: Moving a goal backward from a goal until a PI is reached and a logical

value is assigned to the primary input.

• Backtrack: In the search graph of a circuit, when a conflict occurs because a goal

cannot not be satisfied, and it must be resolved by alternatively assigning previously

assigned PIs.

• D-Frontier [16]: The set of digital gates that have one or more stuck-at values (D or

D) on their inputs and an X (or unknown) value on their output.

• Fanout: A circuit node that drives inputs of multiple digital gates.

• Fault coverage: The number of faults detected by a set of test patterns, expressed

in percentage of all faults.

• Reconvergent fanout: When branches of two or more fanout nodes reconverge as

inputs to a gate. The gate is called the reconvergence point, while the fanout node is

called the reconvergent fanout.

• Free line: A circuit node that has no reconvergent fanout nodes among its predecessors

(i.e., any path from gate inputs to any PI).
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• Headline: A free line that drives a reconvergent fanout node. In other words, the

root of a tree of free lines in the circuit.

• Implication: The process of determining the values implied by already assigned values

in a circuit.

• Implication Stack: A data structure that keeps track of all the implied signals and

also records assigned PIs that have possible alternative values [16].

• Justification: The process of assigning PI values to fulfill a goal; essentially similar

to backtrace with conflict resolution.

• X-path-check: Verifying whether at least one D-frontier gate can have its D/U input

reach a PO. Otherwise, the algorithm will backtrack.

• Single-path sensitization: Choosing/sensitizing a path from the origin of a fault to

the circuit output by assigning values to gates’ inputs along the path such that the

effect of the fault must propagate to the output.

• Single fault assumption: One and only one fault is present in a circuit at a time.

• Stuck-at fault: A fault model in which a fault site has a permanent binary value

(0/1) due to the presence of a fault.

• Heuristics: Any approach to solving a problem using experiences to develop solutions

that may not be optimal.

• Backward implications: Determination of a logic gate’s possible inputs for given

desired output value.

• Forward implications: When a logic gate’s inputs’ are significantly labeled so that

logic gate’s output can be determined.
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Figure 2.2: A combinational sample circuit
comprises 3 PIs, 3 digital logic gates, and 1
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Figure 2.3: A circuit graph comprises nodes
to represent PIs, digital logic gates, and PO
in a circuit, shown in Fig. 2.2.

• Branching operation: An algorithm to determine which input variable will be set

to what value (0 or 1) at each level of the binary decision tree.

• Bounding operation: An algorithm to avoid exploring large portions of a binary

decision tree by restricting the search decision choices due to unnecessary exploration

of the tree.

2.2 Critical Concepts of ATPG

A digital circuit model is used to illustrate the generation of circuit tests using fault

sensitization and propagation methods. Consider the sample circuit as shown in Fig. 2.2,

also illustrated by the graph in Fig. 2.3. The nodes in the graph represent digital gates, and

graph edges represent interconnects/wires. The inputs and outputs to and from the circuit

are represented by PIs and POs, respectively. PIs are the only places where test patterns

can be applied, and POs are the only places where the effects of the test patterns can be

observed.

Test pattern generation is the process of finding an input test pattern set that thoroughly

tests the circuit. These test patterns are known as a test set, and the set causes all faulty

circuits to respond differently from good ones at the POs. In other words, a failure (i.e.,

a difference between a node’s expected value and a node’s actual value) is present when at

least one PO’s logical value is different from its expected value. A test set must consist of
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binary patterns that generate difference at a fault location’s logic value, also known as fault

sensitization. This difference in fault location’s logic value must also be propagated/revealed

to one or more POs, also known as fault propagation. During sensitization and propagation,

the internal signal assignments are justified by assigning binary logical values to PIs to

generate the test set.

Test pattern generation time is the biggest challenge for larger circuits, and therefore

testing introduces a few simple assumptions about the type and frequency of faults. Test

generation assumes stuck-at faults (SAF) are the only failures present in a circuit. This type

of fault considers itself a node in the circuit that permanently assumes 0 or 1. Depending

upon the node’s value, i.e., if it is 0, known as stuck-at 0 (s-a-0) and if it is 1, known as

stuck-at 1 (s-a-1). It is assumed thay only one SAF is present in a faulty circuit. This single

SAF in a circuit may be impractical in reality, but it has been useful in practice because

detecting a large amount of single SAFs will eventually result in a test set that detects a

high percentage of all defects [17,18]. Therefore, test pattern generation can be redefined as

the task of generating a test set that detects all detectable single SAFs.

Consider an example of a good circuit, shown in Fig. 2.4, having no fault on the gate E’s

output, and the same circuit having a s-a-0 fault on the gate E’s output, shown in Fig. 2.5,

which is known as a faulty circuit. A test pattern can be found for the good circuit that

produces 1 at gate E’s output. In the faulty circuit, gate E’s output is s-a-0, which is opposite

to the good circuit value. To set 1 at the gate E’s output, B and C must be set to 1 to
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sensitize the fault since the faulty and fault-free circuits have different values at the fault

location. The fault sensitization procedure can be summarized as:

• Set B to 1.

• Set C to 1.

The next step is to propagate and observe the difference produced by the fault sensiti-

zation process to the PO. Since the output of gate F is connected to a PO, the input from

gate D must be set to 0 to allow the s-a-0 fault on the input of gate F to propagate through

it. To produce a 0 at the output of gate D, one of its inputs must be set to 0, and since B

is already set to 1, this means A must be set to 1. The fault propagation procedure can be

summarized as:

• Set D to 0.

• Set A to 0.

2.3 ATPG and its Evolution

As the fault sensitization and the fault propagation processes are familiar, the next step

is to automate them, and ATPG algorithm achieves this automation. ATPG is a set of tasks

performed to generate test patterns to test a circuit [4]. The problem of ATPG complexity

can vary from pseudo-random PI assignments to complicated searching techniques, but most

algorithms have the following steps in common:

1. Pick a not-yet detected fault.

2. Develop a search graph for a circuit with the picked fault.

3. Search the search space until one of the following conditions is met:

(a) a test is found.

12



E B C D

A

1

0

1

0

1

0

1

0

1

0

Primary 

input

Figure 2.6: A search graph.

(b) the search space is exhausted.

If the algorithm stops at step 3(a), the test is obtained with the target fault and expected

output. If the algorithm stops at step 3(b), then no test exists and the corresponding fault

is undetectable or redundant.

In this dissertation, I have considered two ATPG algorithms for discussion: the D

algorithm and Path-Oriented Decision Making (PODEM) algorithm. The representative

algorithms differ in the following ways: 1) the size of the search space, 2) their search

strategy, and 3) heuristics used to guide the search. The size of the search space and the

search order are essential since they determine the upper bound on the search time and the

impact on the search time, respectively. Therefore, the search strategy and heuristics used

to guide the search are equally important to the search space size.

2.3.1 The D Algorithm

Roth’s D algorithm [1] was the revolutionary algorithm that conceptualized ATPG by

defining the five values in D algebra (see Section 2.1) and by giving a complete search

algorithm (i.e., it finds all possible tests). Earlier work on ATPG by [19] failed to generate

tests for the Schneider circuit [1] using the single-path sensitization process. Later, the

work of [20] was successful and gave a textual background of the testing aspects of the D

algorithm, while Roth gave a detailed mathematical analysis in his first paper [1] and also

showed the generation of a test for the Schneider circuit [1]. The D algorithm assigns values
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to nodes that depend on their locations in the search space, and the search order depends

on the implementation since the strategy was ad hoc for searching order.

In the D algorithm, a fault cone is found by forward tracing the circuit topology from

the fault location to the POs of a circuit. These POs form an inward cone towards the PIs

that are responsible for activating and propagating the fault. The fault detection sequence

is illustrated by taking the steps below:

1. The algorithm initializes all nodes in a circuit to X after constructing the search graph

of the circuit.

2. A target fault is chosen and a value D or D is assigned to the fault location for a s-a-0

or s-a-1 fault, respectively.

3. To activate the fault, the algorithm finds a non-conflicting set of PI assignments, then

one can say the fault is sensitized.

4. The activated fault is propagated to at least one of the POs so that the fault site’s value

i.e., D or D can be observed. To do this fault propagation, the algorithm preserves a

list of gates also known as D-frontier and gates are chosen to drive the fault effect to

one of the POs.

5. The implications of the above assigned values are propagated forward and backward

in the circuit.

6. After this process, the algorithm checks to determine whether a test is generated. If so,

the algorithm terminates, otherwise the pursuit of search continues until the algorithm

assigns all probable values to every node in the search graph of the circuit.

If a conflict is encountered while assigning values at the circuit’s nodes, one may have to

backtrack [1]. A backtrack [16] is performed when either one of the two conditions occurs: 1)

D-Frontier set becomes empty, implying that there is no way for the fault to propagate to any
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PO, or 2) a conflict occurs, meaning that if the objective for a signal is 0 or 1, instead it is set

to 1 or 0, respectively. A backtrack is performed by checking if there is any alternative value

possible for the gate’s inputs and, if so, assign an alternative value and push the assigned

gate’s input into the implication stack. If there are no more alternatives left, the assigned

gate’s input is popped off the implication stack and is assigned to X. If the search graph is

exhausted, then the fault is redundant and no test exists.

D algorithm is a complete ATPG algorithm, i.e., it finds tests for all possible faults in a

circuit. However, this algorithm has downsides. First, it is long, difficult to program, and has

high algorithmic complexity (2n where n is the number of nodes in a circuit) for large circuits

as it does forward implications on all internal signals as a part of fault sensitization and

propagation processes. Therefore, one may conclude ATPG is an NP-complete problem [10–

12], as the search algorithm’s complexity increases exponentially with circuit size. Second,

it is inefficient for circuits containing XOR gates and re-convergent fanouts [21] as the D

algorithm’s search is too directionless.

2.3.2 PODEM

Goel observed that the search graph of D algorithm consists of every node in a combi-

national circuit, and improved the search efficiency by focusing on PIs since all nodes are a

function of PI nodes [21]. The main steps of PODEM are as follows:

1. Find a fault cone followed by establishing a D-frontier in the same way as in the D

algorithm.

2. Set a line value objective that establishes or advances the D-frontier toward a PO.

3. Backtrace from the objective followed by backward implications in a stack until a PI

is reached and assigned a logic value.

4. Perform forward implication.
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5. If there is conflict in meeting the objective (expect 1 but get 0, or vice-versa), the D-

frontier becomes null, or X-path-check fails, then perform a backtrack on the assigned

PIs.

6. Repeat until the D-Frontier reaches a PO, i.e., a test is found, or if backtracking finds

that no test is possible, i.e., the fault is redundant.

The computational barrier of the D algorithm was solved by reducing the total search

space of a circuit. Suppose there is already a set of PI assignments and another PI is assigned

a value to cause conflict. To resolve this issue, one would have to try the complement of

the current PI value and determine whether PI assignment will ever meet the goal. If the

complementary value also conflicts, then the goal can never be achieved by the existing PI

assignment, and one may need to backtrack. One can reduce the search space if such conflicts

arise, since there are no other PI assignments left at this point. Overall, the search space

is reduced from 2n, where n is the total number of signals (gates and PI) in the circuit, to

2#PI where #PI signifies number of PIs.

PODEM allows the use of various heuristics to speed up the search for a test and checks

to prevent unproductive searches through the following characteristics. First, the concept

of X-path-check was introduced. D algorithm may try to find a test even when the entire

D-frontier is blocked, but PODEM’s X-path-check verifies that there is at least one D-

frontier gate with access to a PO. Otherwise, it will backtrack. Second, PODEM originally

proposed a heuristic that uses the distance between the PIs and signal sites to identify easy

or hard to control inputs of logic gates while backtracing, as opposed to D algorithm which

chose a random gate input. Likewise, several other heuristics based on circuit topology were

proposed later.

2.3.3 Heuristic Guidance for ATPG

Combinational ATPG algorithms use branch and bound searches to find tests for a fault

in a circuit by traversing the entire search graph. In a search graph (also known as binary
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decision tree), each vertex i.e., a “branch” represents a line (represented by a graph node)

in the circuit to binary logic value 0 or 1, which is known as branching. As the size of the

circuit increases, the height and width of the search graph can also increase. Therefore,

exploring the entire search graph may be impractical for larger circuits and creates trouble

when making decisions on what to assign circuit values. The bound operation restricts

the search decision space (i.e., length and height of the search graph) by applying suitable

heuristics. Several other ATPG algorithms summarized in Section 2.3.4 have a search graph

of size 2#PI , but they attempt to find tests faster by inserting subroutines to filter the search

graph or by using heuristics to more quickly find a test. It is this second aspect of ATPG

that I focus on in this dissertation.

2.3.4 Other ATPG Algorithms

The Fanout-oriented Test Generation (FAN) algorithm [22] proposed improvements over

PODEM by introducing additional heuristics: immediate implications of signal assignments,

unique sensitization, headlines, and multiple backtraces to restrict the search space. Their

main contribution is a breadth-first backtrace as opposed to depth-first strategy in PODEM.

Dominator ATPG programs [23] provided further improvement. A dominator is a signal

through which a fault’s effect must pass to reach a PO. Signals controlling dominators within

the fault effect cone must be assigned non-controlling values to allow the fault’s effect to

propagate. These assignments are compulsory and can be determined by circuit topology

without search.

The Structure-oriented Cost-reducing Automatic Test Pattern Generation System (SOC

RATES) [24–26] program used static and dynamic learning to generate tests. Static learning,

a form of preprocessing, assigns all signals with 0/1 and saves implications. The same

procedure is used dynamically at each step in the search algorithm to find a test. Dynamically

learned ATPG is costly but provides more scope to identify the implied signals that further

help to find a test quickly.
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Equivalent State Hashing (EST) [27–29] used a form of dynamic programming. This is

the only ATPG algorithm that finds a test for a target fault by taking help from the tests of

previously detected faults. EST introduced E-frontier, which signifies a sub-set between the

circuit lines being already assigned and not assigned, i.e., X (also includes the D-Frontier).

E-frontiers are generated at each decision step of ATPG and stored. ATPG continues by

comparing the current E-frontiers and prior-learned E-frontiers by a circuit decomposition

process. EST also uses multiple parallel backtraces of the ATPG, which eventually speeds

up the process.

A recursive learning [30] program was introduced to improve the FAN algorithm by

applying SOCRATES-style learning recursively to signals as a part of implications. It has an

advantage over SOCRATES due to it’s recursive (i.e., repetitive) nature. The test generation

time for recursive learning may grow exponentially, but the memory grows linearly with

recursion depth.

TRAN [31, 32] formulated ATPG as a Boolean satisfiability (SAT) problem. It uses

implication graphs and transitive closure for faster signal assignments and fewer backtracks

than other ATPG algorithms. Several other authors have also used satisfiability (SAT) in

their ATPG algorithms [33–35]. Larrabee [33, 34] used path variables to find the solution

efficiently. Other SAT-based ATPG programs include Generic Search Algorithm for Satisfia-

bility Problem (GRASP) [36], Test Generation Using Satisfiability (TEGUS) [37], and those

reported by Henftling et al. [38], Larrabee et al. [34], and Tafertshofer et al. [39].
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Chapter 3

Machine Intelligence –

General Theory and its Application in State-of-the-Art ATPG

This chapter discusses the general theory of the advance technology of MI (or ML),

followed by a listing of a wide variety of computational models of MI. Afterward, I chose

two specific models, i.e., ANNs and PCA, to use in my dissertation, thus I present a brief

reason behind selecting these MI models in this chapter. The following sections talk briefly

about the basic theory of ANNs and PCA, followed by a brief mention of the application

of MI in VLSI testing. Finally, this chapter presents an illustration of how MI was used in

ATPG a few decades back followed by an overview of the application of ANNs and PCA in

my dissertation.

MI describes a broad category of algorithms that automatically program themselves

through experience. This experience can come from unclassified data in which the program

finds patterns, which is unsupervised learning; or the experience can come from a database

of training problems with desired outcomes, which is supervised learning; or the experience

can come from iterative re-evaluation and adjustment, which is reinforced learning.

Supervised learning models are trained with inputs where the desired outputs are known.

Supervised learning uses patterns to predict labels on unlabeled data and is used in applica-

tions where the history of data predicts likely future events. A supervised learning algorithm

receives inputs along with corresponding correct outputs; the algorithm learns by compar-

ing its outputs against and correct outputs to find errors and modifies the learning model

accordingly to minimize the errors. Popular learning models like support vector machines

(SVMs), one-class SVMs and one-class neural networks, decision trees (DTs), random forests
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(RFs), linear regressions (LRs), multivariate adaptive regression splines (MARS), logistic re-

gressions, adaboosts, ANNs, convolutional neural networks (CNNs), autoencoders, recurrent

neural networks (RNNs), long short-term memories (LSTMs), half-space trees (HS-Trees).

Unsupervised learning models are used when the training data has no history of cor-

rect outputs (labels). The goal of the learning algorithm is to explore the data and find

some structure or patterns within it. Popular learning models include K-means clustering,

partitioning around medoids (PAMs), ordering points to identify the clustering structure

(OPTICS), PCA, minimum redundancy maximum relevance (mRMR), self-organizing maps

(SOMs). These methods are typically used to segment text topics, classify items, and identify

data outliers.

The crux of reinforcement learning is to capture the critical aspects of the real prob-

lem that involves a learning agent interacting with its environment to achieve a final goal.

Reinforcement learning problems are closed-loop problems because the learning system’s in-

teraction with the environment decides its later inputs. However, the learner system is not

told about the actions taken in any form of ML but instead must discover actions that give

the most reward by trying them out. The characteristics such as being closed-loop effec-

tively, no direct instructions as to what actions to take and their consequences, including

reward signals to play out over extended periods,are the three most essential features of a

reinforcement learning problem. In a nutshell, reinforcement learning problems pertain to

what to do and map situations to corresponding actions to maximize a numerical reward

signal.

In this dissertation, ANNs (the supervised learning model) and PCA (the unsupervised

learning model) are the learning models that act as ATPG heuristics. ANNs have been

demonstrated to be an effective and possible means to solve past unsolvable problems. With

time, ANNs have become resilient with the availability of data. These days, ANNs are

widely used to solve problems where one may not need an optimal answer, but existing

methods to solve the problems are inaccurate or unmanageable to calculate. On the other
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hand, PCA became popular as the storage of data become expensive. Data mining and

pruning techniques are sought to meet the challenges of storage and computation. Despite

the discovery of the PCA almost a century ago [40,41], its demand burgeoned when computer-

based applications spread across multiple disciplines.

3.1 Artificial Neural Network (ANN)

In 1943, neuroscientists studied how to mimic biological neurons, and ten years later,

psychologist Frank Rosenblatt further improved the idea by developing a single-layer neural

network for supervised learning called the perceptron. The end result of this research is

ANNs [42], which are MI architectures modeled after the human brain. One of the most

common forms of ANN is the “feed forward neural network.” It is a popular structure used for

solving scientific and engineering problems in which a neural network starts calculating from

inputs and works its way to outputs without any loops or other convolutions [43]. The basic

process of training an ANN consists of selecting an ANN structure, generating training data

by solving sample problems using a known method, and training the ANN with this data.

After this, the ANN will be ready to handle problems of a similar nature. In this dissertation,

I used an ANN consisting of an input layer, a single hidden neuron layer, and an output

neuron in the [0,1] range. This is illustrated in Fig. 3.1. The values of the inputs, referred

to as features, X0, X1, · · · , XM , were normalized to [0,1] to facilitate the ANN training. X0

is fixed at 1.0 and is a neuron called the bias input. Bias inputs can shift the activation

function by adding a constant to the inputs. This bias can be thought as analogous to the

role of a constant in a linear function where constant value effectively transposes the line.

Hidden neurons Y1, Y2, · · · , YN and an output neuron Z, called the “label”, evaluate their

outputs using respective inputs. The output value of a neuron is denoted as xi, yi or z. The

directed edge from any neuron A to another neuron B, denoted by w(A,B), carries a signed

floating point value. The output of any neuron Yj is calculated as
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Figure 3.1: A traditional ANN consists of inputs (features), hidden layer neurons, and an
output neuron (label), connected through weighted edges.

yj = f(
M∑
i=1

xi × w(Xi, Yj)) (3.1)

where f is the activation function [44] for which a sigmoid function [45] (see equation 3.2)

was used.

f(v) = 1− 1

1 + e−v
(3.2)

A training data pattern consists of inputs (features) and expected output (label) values.

During training, the output label is computed for the given input features and compared

to the expected value of output. The square of the difference between the computed and

expected values of output neurons averaged over all training patterns is the mean square

error (MSE). Weights are adjusted in successive training “epochs” (i.e., one cycle through

the entire training data set) to minimize this MSE. This error can be further minimized by

tuning hyper parameters (i.e., any parameter in the ANN configuration that is not directly

learnable by training) like the number of hidden layers, number of hidden neurons per hidden

layers, learning rates, activation functions, etc. Adam [46] is a typical optimizer prominently
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used for feed-forward ANN structures. Subsequent chapters will describe the process of

training data generation and applications.

3.2 Principal Component Analysis (PCA)

PCA is a statistical technique that drastically reduces data dimensionality through

new variables known as principal components (PCs). Each PC is a linear function of the

original data that maximizes the variance of uncorrelated data while preserving statistical

information. Evaluating PCs instead of original data narrows down decision making to an

eigenvalue/eigenvector (also known as eigen decomposition method) or singular value decom-

position (SVD) [47]. PCs can be chosen based on either a covariance matrix or correlation

matrix, and the choices are independent of any pre-defined functions [47]. PCs represent

the same amount of information as the original data, i.e., the original data can be restored

from the PCs. Eigen decomposition method is a primitive method (used by [41]). It is fairly

simple to understand the mathematical background, but it is complex to code in python.

Conversely, SVD is an advanced technique, fairly simple to code, but it is complex to un-

derstand its detailed mathematics. SVD avoids potentially serious numerical issues of eigen

decomposition methods and therefore is the preferred method. This dissertation uses SVD

and the eigen decomposition method to obtain PCs based on a parameter known as explained

variance [48] and eigen values [47], respectively, to gain the first-hand experience of both the

methods.

3.3 Machine Intelligence (MI) Applied to Test

The work in [49–51] showed that MI has been quite popular in the field of research

and development of IC testing and provides enough motivation to apply MI to solve the

problem specific to this dissertation. These surveys studied ML-based analog and RF circuits

testing [52–56], digital circuit testing [2, 3, 13–15, 57–81], memory testing [82–84], recent

applications of ML to hardware security, IC counterfeiting, and devices based on emerging
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technologies [85–105]. This dissertation discusses about specific ML models (ANN and PCA)

used to guide ATPG algorithmic decisions to generate tests for digital circuits.

ANN was used to model a digital circuit where a bi-directional binary neuron represents

the state of a signal [81]. In the study [81], the stable state of the network is the minimum

energy state, and this energy state was modified with a fault. Thus, finding the minimum

energy state gave a test in the form of the states of input neurons of the neural network.

This application to ATPG requires either a physical neural network or a software model. In

either case, the network energy function depends on many variables, and the function has

many local minima, which makes the search for a test (i.e., finding the optimal criterion

of the network energy function finds a test) for some faults is rather difficult. Another

application of MI was related to the heuristic part of ATPG algorithms that use different

heuristics, such as the distance between the PIs and outputs to signal sites, testability

measures, voting of digital logic values on fanout stems depending on its branches, and

other learning techniques using implication graphs, etc. to speed up the search process.

In 1985, Patel and associate [106, 107] conducted experiments to study the effectiveness of

different testability measures as heuristics for PODEM and developed a new strategy for test

generation. They suggested that rather than using a single testability measure with a high

backtrack limit, it is more efficient to use multiple testability measures successively with a

lower backtrack limit.

In this dissertation, my approach is entirely different than previous works [106, 107]: I

use ANNs and PCA as MI models, I rely on the conventional digital circuit model and I use a

search algorithm that–given unlimited computing resources–guarantees a test in significantly

reduced CPU time by reducing the number of backtracks. The ANNs and PCA allow me

to combine multiple circuit topological information and testability measures, create a novel

heuristic, and guide the search toward a test without a backtrack limit as a stopping criterion

while avoiding unproductive decisions. To my knowledge, such an approach has never been
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investigated. My research uses PODEM as an ATPG algorithm to explore a novel MI-

based heuristic for finding the direction of backtrace from a desired objective. ANN-guided

PODEM [2, 3] or PCA-trained-ANN guided PODEM [15] can learn from ATPG with any

or no fixed set of rules to guide tracing backward and develop an intelligent system to use

topological circuit information; this circuit information includes the type of a gate that drives

a signal node on which a backtrace is to be performed, the existence of fanouts, and testability

measures such as distance [21], COP [108], SCOAP [109]. PCA-guided PODEM [14] can

combine any number of known circuit information to develop unsupervised learning-based

test generation system. The measure of success of these experiments will be fewer backtracks

and reduced CPU time compared to conventional heuristics-based PODEM ATPG.
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Chapter 4

Machine Intelligence for Efficient Test Pattern Generation

This chapter proposes replacing conventional backtracing heuristics in ATPG with

ANNs. I developed procedures for collecting training data, training an ANN, and inte-

grating an ANN-based heuristic into the ATPG algorithm. My training data contained

topological and functional features used by several existing ATPG heuristics and used them

to train an ANN that then guided an ATPG to outperform any conventional heuristic. Al-

though I restricted myself to the PODEM [21] ATPG algorithm to demonstrate the efficacy

of the ANN-based heuristic, my technique can be applied to any ATPG algorithm that traces

through a circuit. The specific contributions of this chapter are:

• A description of ATPG trials to obtain training data and then train an ANN.

• An evaluation of ANN-based ATPG’s ability to reduce backtracks and a comparison

against conventional heuristics.

• A comparison against the CPU time of ANN-based ATPG against conventional heuris-

tics, which was reduced despite increased tracing complexity.

The remainder of this chapter is organized as follows. Section 4.1 discusses my approach

to train an ANN to guide backtracing in ATPG. Section 4.2 gives experimental results on

ANNs trained by several sets of training data, selecting one that produced the best PODEM

ATPG result, and also evaluates the performance of the selected ANN-based PODEM on

benchmark circuits against PODEM using conventional heuristics.

Major portions of this chapter are taken verbatim from my previously published research

work [2].
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4.1 Modus Operandi

I selected an ANN configuration as discussed in Section 3.1, generated training data

by applying a PODEM program that did not use any specific heuristic to a set of circuit

inputs, and trained the ANN. The training data contained patterns of input neuron values

and the expected output values. Initial part of training determined the appropriate number

of neurons for the ANN and the required number of training patterns that minimized the

training error.

4.1.1 ANN input features and output label

For a circuit line, the input features of the ANN contained the following:

• The type of gate driven by the line represented as one-hot encoded format, e.g., AND

= 000000001, NAND = 000000010, OR = 000000100, etc. If necessary, the number of

code bits can be expanded.

• The COP controllability, CC (i.e., probability of line being logic-1), and observabil-

ity, CO (i.e., probability that line value is observed at PO). A one-time computation

through the circuit found approximated probabilities for all lines [108], and recalcula-

tion was not required during ATPG.

• The circuit level of line being traced, i.e., the shortest distance to any PI from the line.

This value was normalized in the range [0,1] by the maximum depth of the circuit.

During backtrace, the ANN returned the probability of backtracing on a given line will

result in a test (i.e., not be undone by a backtrack). When backtracing through a gate with

multiple inputs, the ANN was evaluated at each circuit input, and the input which was most

likely to result in a test was chosen. This was akin to COP-based or level-based easy-hard

heuristic [4] that selected the line with the largest/smallest value depending on the desired

characteristics.

27



1

2

3

4

5

6

7

8

9

11

10

12

13

14

16

Stuck-at-0

15

 

Figure 4.1: Training patterns resulting from PODEM ATPG while generating the test
110X10X for line 15 stuck-at-0 fault in Fig. 4.2.

4.1.2 ANN training data generation

Training data was obtained from successful (test found) and unsuccessful (backtracked)

backtraces from ATPG trials. All backtraces to a PI assignment that generated a test for

the target fault were labeled as “success” (z = 1) and backtraces that were undone by

backtracks were labeled as “failure” (z = 0). Training data was generated using a random

tracing heuristic (i.e., no set of rules was followed while backtracing). During this ATPG,

the history of backtraces was recorded: when a backtrack was performed, backtraces that

lead to undone PI assignments were labeled as failures; when the ATPG found a test, all

remaining backtraces were labeled as success.

As an illustrative example, the following steps produced the training data of Fig. 4.2 to

detect the line 15 stuck-at-0 fault in the circuit of Fig. 4.1:

• To excite the fault, an objective of “1” on line 15 was set. Backtracing through 14-5

assigned “1” to PI 5. Logic simulation showed that the objective was yet to be met.

• Another backtrace through 14-10-6 assigned “0” to PI 6, but still the objective was

not met.

• Backtracing through 13-12-8-1 assigned “0” to PI 1. Simulation verified that the

objective of “1” on line 15 was met, but a “1” on line 11 blocked the fault effect from

being propagated to the PO. Therefore, a backtrack assigned the alternative value
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Input Features Output label 

 Gate type COP(CC) COP(CO) Distance Success/Failure 

 
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 z 

Line 5 0 0 0 0 0 0 0 0 1 0.500 0.012 0.1 1 

Line 14 0 0 0 0 0 0 0 0 1 0.375 0.016 0.3 1 

Line 6 0 0 0 0 0 0 0 1 0 0.500 0.004 0.1 1 

Line 10 0 0 0 0 0 0 0 0 1 0.750 0.008 0.3 1 

Line 14 0 0 0 0 0 0 0 0 1 0.375 0.016 0.3 1 

Line 1 0 0 0 0 0 0 0 1 0 0.500 0.489 0.1 1 

Line 8 0 0 0 0 0 0 1 0 0 0.750 0.977 0.3 1 

Line 12 0 0 0 0 0 0 1 0 0 0.750 0.023 0.4 1 

Line 13 0 0 0 0 0 0 0 0 1 0.063 0.094 0.5 1 

Line 1 0 0 0 0 0 0 0 1 0 0.500 0.489 0.1 0 

Line 8 0 0 0 0 0 0 1 0 0 0.750 0.977 0.3 0 

Line 12 0 0 0 0 0 0 1 0 0 0.750 0.023 0.4 0 

Line 13 0 0 0 0 0 0 0 0 1 0.063 0.094 0.5 0 

Line 3 0 0 0 0 0 0 0 1 0 0.500 0.012 0.1 1 

Line 9 0 0 0 0 0 0 1 0 0 0.750 0.023 0.3 1 

Line 13 0 0 0 0 0 0 0 0 1 0.063 0.094 0.5 1 

Line 2 0 0 0 0 0 0 0 1 0 0.500 0.489 0.1 1 

Line 8 0 0 0 0 0 0 1 0 0 0.750 0.977 0.3 1 

 

Figure 4.2: ANN training patterns derived from a ATPG trial for line 15 stuck-at-0 fault in
Fig. 4.1.

“1” to PI 1. Thus, the choices used in the previous backtrace through 13-12-8-1 were

“failure” patterns with z = 0.

• After the backtrack, line 15 became “X”, or unknown. To achieve the objective of 1 on

line 15, backtracing through 13-9-3 assigned “0” to PI 3. On simulation, the objective

of “1” on line 15 was met. The state of line 15 was denoted with D, where D means

fault-free state as 1 and faulty state as 0.

• To propagate line 15 value D to the PO, line 11 was now given an objective value

“0”. A backtracing through 8-2 assigned PI 2 to “1” and a test 110X10X was found.

Therefore, all backtracing history without a label were assigned “success” labels with

z = 1.

4.2 Experimental Results

In this chapter, a workstation containing an Intel i7-8700 processor and 8 GB of RAM

performed all experiments. Tools were implemented in C++ using the MSVC++ 14.15
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compiler with maximum performance optimization, and all ANN activity was executed in

Python. PODEM ATPG [21] was reproduced along with event-driven fault simulation [4]

such that any heuristic (distance [21], or COP [108]) can be applied across ISCAS’85 [110] and

ITC’99 [111] benchmark circuits without favoring a single heuristic. This chapter will surely

polarize EDA vendor mindset to deploy MI in their ATPG software. However, EDA vendors

hesitate to divulge their program source code, and it is impossible to conduct research-based

experiments using the executable. Therefore, I prefer to run the experiments using the

in-house EDA tools.

Training

To generate training data, PODEM was run on 100 “hard-to-detect” faults of benchmark

circuits: c6288, b05, and c3540. This chapter calls these “training” circuits, while others

are called “evaluation” circuits. Because easy-to-detect faults may be detected without

backtracks, they might not produce useful training data. Therefore hard-to-detect faults

were selected using COP [108] testabilitity values: detection probabilities were calculated as

CC ×CO and (1−CC)×CO for stuck-at 0 and stuck-at 1 faults, respectively, and the 100

faults with the lowest detection probability from these circuits were used for ANN training

data generation.

Figure 4.3 illustrates the impact of training data volume on ANN accuracy (i.e., average

training error). As more training patterns were used, the accuracy of the trained ANN

increased until a certain point, which indicated that too much training data could negatively

impact the accuracy. Following this observation, a set of 3,730,724 training patterns was

used.

Figure 4.4 illustrates the impact of the number of hidden layer neurons on ANN accuracy

when 3,730,724 training patterns were used. The training error was minimized at 25 neurons.

Additionally, the error dramatically increased for more than 70 hidden neurons. From this,

25 neurons was used for this study’s ANN.
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Figure 4.4: As more hidden neurons are
added to the ANN, error drops (ANN accu-
racy improves), leveling off at 25 hidden neu-
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The 3,730,724 training patterns were collected in 4.8 minutes, and ANN training required

5.1 minutes. Because training data generation and ANN training were one-time investments,

they were not considered relevant costs while assessing the computational effectiveness of

ANN-based ATPG, whose time is significantly more than this training (data collection) time

and is a one-time investment.

ATPG

Before evaluating a trained ANN against conventional backtracing heuristics, this sec-

tion examines the effect of using different sets of input features, i.e., gate types, COP testa-

bility measures [108], and shortest distances to PIs (see Section 4.1.1). This experiment ran

ATPG on the 100 hardest-to-detect faults in a subset of ISCAS’85 [110] and ITC’99 [111]

benchmark circuits, namely, c6288, b04, c432, b08, b03, and b01: this restricted choice in

faults and circuits was created by limited computational resources. The results of random-

guided PODEM and of ANN-guided PODEM trained with various combinations of input

features (and with no training) are given in Table 4.1.
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Table 4.1: Effect of input features on total backtracks in ANN-guided PODEM for 100
hard-to-detect faults.

Circuit PODEM with PODEM with machine intelligence (MI), ANN trained with features listed in subheading
name random heuristic Untrained Gate type Dist. COP Dist. + COP Gate type + Dist. Gate type + COP Gate type + COP + Dist.

c6288 12,157 10,831 10,414 12,013 11,929 10,334 8,481 10,612 5,062
b04 46,061 43,053 46,061 46,061 46,061 45,683 46,061 46,061 16,973
c432 84,080 80,725 73,352 81,041 73,440 76,956 71,918 81,365 24,898
b08 164 164 164 164 164 164 164 164 118
b03 27 27 27 50 27 50 14 47 3
b01 1 1 1 1 1 1 1 1 0

Table 4.2: Backtracks for 100 hard-to-detect faults by PODEM guided by conventional
heuristics and the trained ANN.

Circuit Distance heuristic COP heuristic MAR (ANN trained for Gate type, COP, Dist.)

name CPU time (ms) #backtraces #backtracks CPU time (ms) #backtraces #backtracks CPU time (ms) #backtraces #backtracks

c6288 81,915 19,478 17,914 52,547 13,633 119,74 35,391 6,950 5,062
b04 45,577 24,151 22,631 32,687 19,207 17,581 39,656 18,555 16,973
c432 21,416 42,290 40,979 40,010 87,131 85,041 17,714 26,940 24,898
b08 2,655 1,414 210 1,651 2,487 1,306 562 1,327 118
b03 262 603 38 397 662 42 222 606 3
b01 120 408 1 101 389 1 266 413 0

4.2.1 Evaluating ANN Input Features

The results of these ATPG runs showed several trends. First, using an “untrained”

ANN was comparable to random backtracing, which indicated training an ANN was an ab-

solute requirement. Second, ANNs trained with a subset of features did improve backtracing

quality compared to random backtracing, but there was no clear indication of one subset of

features outperforming the others. Third, using all input features outperforms all other con-

figurations, often substantially: this implied that there was a way to combine features into

a backtracing heuristic to obtain superior results, but combining them might be impossible

without the assistance of MI.

4.2.2 ATPG performance for hard-to-detect faults

This second experiment showed the performance of the ANN with all input features

compared to conventional COP-based and distance-based heuristics when used in PODEM,

on the same 100 hard-to-detect faults. Table 4.2 shows these results in terms of CPU

time, the number of backtraces, and the number of backtracks. “MAR” (after the authors
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Millican-Agrawal-Roy) which is an ANN-guided heuristic, showed substantial improvements

for several benchmarks, and when it did not perform the best, its detriments were marginal.

4.2.3 ATPG performance for all faults

This third experiment performed ATPG on all checkpoint stuck-at faults in 21 evalua-

tion circuits and 3 training circuits from the ISCAS’85 [110] and ITC’99 [111] benchmarks.

Because PODEM took exorbitant time to run exhaustively, some faults might be aborted.

A suitable per-fault time limit was used to produce similar fault coverage with all heuristics.

Figures 4.5 and 4.6 plot the backtracks and CPU times of PODEM using the distance

(Dist.) heuristic, the COP heuristic, and ANN-guided heuristic, respectively. Results are

shown as percentage increase compared to the MAR heuristic ([(heuristic−MAR)/MAR]∗

100), where heuristic represents conventional heuristic and MAR represent ANN-guided

heuristic, i.e., positive results favor MAR. Circuits are ordered by increasing depth.

From these figures, one can conclude that ANN-based backtracing consistently decreases

backtracks, often substantially, but one can potentially see a drawback of ANN-based back-

tracing worth addressing. First, a reduction in backtracks did not consistently translate to
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a reduction in backtraces. Given that fewer backtraces can also reduce ATPG time (i.e., by

finding a test in fewer PI assignments), training the ANN to reduce backtraces may be ben-

eficial. Second, the impact on CPU time for MAR in Fig. 4.6, although frequently positive,

is not as positive as the impact on backtracks, which implies that CPU time of evaluating

the ANN is significant.

In the subsequent discussion, the technique of this chapter will be referred to as “basic

trained-ANN guidance”.
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Chapter 5

Training Neural Network for Machine Intelligence in Automatic Test Pattern

Generator

Choosing the best path during backtrace is a vital problem in ATPG, and Chapter 4

showed that MI in the form of an ANN can replace any heuristic in PODEM [21] and speed

up ATPG. However, some circuits did not exhibit any noticeable improvement in the back-

tracking performance. The “basic” ANN training of Chapter 4 was ad hoc and rudimentary,

thus formulated training may elevate ANN-guided PODEM’s performance. This chapter

examines such a training method: the training recursively used ATPG data generated from

hard-to-detect as well as easily tested faults, resolved conflicts in data patterns (e.g., when

different ANN outputs come from similar inputs), and discarded data that did not improve

the guidance of ANN. The specific contributions of this chapter are as follows:

• A technique to resolve conflicts among ANN training data. The main benefit of conflict

resolution was improved ANN accuracy as evident from reductions in the MSE during

training.

• A technique for selecting faults using a recursive training method that dynamically

trained an “evolving” ANN as opposed to training with a pre-selected set of faults.

ATPG data from a fault was retained only if the trained ANN guidance continued to

further reduce backtracks compared to conventional heuristics (distance and COP).

Both hard-to-detect and easy-to-test faults were sampled as opposed to only the for-

mer [2]. This prevented the training data from being overwhelmingly “failure oriented.”

• An improved assessment of the quality of the ANN guidance by modifying the back-

track count procedure. I counted backtracks only for faults that were detected or
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found redundant; earlier work [2] also included backtracks from aborted faults, which

distorted the count.

The remainder of this chapter is organized as follows. Section 5.1 outlines the motivation

leading to the present work, summarizes the objectives, and describes the proposed training

techniques. Section 5.2 provides experimental exploration of the proposed training technique

using benchmark circuits.

Major portions of this chapter are taken verbatim from my previously published research

work [3].

5.1 Modus Operandi

Improvement in ATPG performance was reported [2] for many benchmark circuits, but

several circuits, including some large benchmarks (c3540, c7552, c2670, and c432), did not

perform well. I will discuss these results in the next section, since they serve as the motivation

for the work in this chapter.

To motivate this work, I repeated previous work [2] with minor changes. Training

patterns were generated using PODEM applied to 100 hard-to-detect faults in the three

highest depth circuits: c6288, c3540, and b05. The trained ANN was used to guide a PODEM

applied to the 100 hardest-to-detect faults in each of the previously used 24 benchmark

circuits [2]. Figure 5.1 compares the total backtracks with those from conventional PODEM

using distance [21] and COP [108] heuristics. One difference in my evaluation procedure is

that I did not include backtracks from aborted faults. I referred to this ANN as the “basic

trained-ANN” to distinguish it from the ANN developed in this chapter, identified as the

“optimally-trained-ANN”.

I made several observations from Fig. 5.1. Circuit size increased from left to right, and

the first four small circuits and c2670 had no backtracks by any method. Also, for circuits

b09, b10 and c2670, the ANN required no backtracks. Although ANN guidance satisfied the

expectation of fewer backtracks than both conventional heuristics for several circuits, there
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Figure 5.1: Backtracks in PODEM ATPG with various guidance mechanisms for 100 hard-
to-detect checkpoint stuck-at faults (including detected and redundant).

were exceptions, especially among larger benchmarks. Notable among these were c7552,

c5315 and c3540. For example, c3540 shows 32,008 (distance), 32,978 (COP), and 58,852

(ANN) backtracks used, which is similar to previous observations made in [2].

I believe remedying these outliers required addressing several aspects of the ANN train-

ing procedure. My investigation led to the following observations:

1. Selection of training circuits. In Chapter 4, the ANN was trained with ATPG data

from high depth circuits: c6288, c3540 and b05. Since the Chapter 4’s ANN-guided

ATPG performance on c3540 did not show improvement, I retrained the ANN with

just c3540, but still the ATPG performance of this circuit did not improve. Therefore,

I retained the three high depth circuits for training.

2. Resolution of conflicts among training data patterns. These data patterns

might lead to an increase in training error of the ANN and thus degraded its guiding

ability. This is explained in Section 5.1.1.
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3. Selection of faults. All faults do not provide useful training information, and pre-

selection of faults for training may unnecessarily increase the training data volume

without benefit. Section 5.1.2 gives a novel method of training the ANN considering

three aspects, i.e., the training error of ANN must be kept low by adjusting the number

of hidden neurons, training data from a fault must be accepted only if guidance from

the resulting ANN reduces backtracks, and the faults used for training data generation

should not be restricted to hard-to-detect faults. In fact, any fault provides useful

training data as long as training with it reduces backtracks.

4. Forgetfulness of the ANN. The ANN may enter a zone called “catastrophic for-

getting” [112] when it forgets information contained in a large training data volume.

Such consideration in training improvement is worth exploring in the future.

In this chapter, I discuss new training strategies addressing the above observations (ex-

cept item 4) to improve the backtracking performance of ANN-guided PODEM. In Chapter 4,

the number of hidden neurons in the ANN was preselected, but a static ANN was incapable

of absorbing increasing amounts of training data. The new training technique progressively

added training data after resolving conflicts in data patterns to further reduce backtracks

while discarding data that did not accomplish this objective, and the ANN evolved through

adding hidden neurons to further reduce MSE during training.

5.1.1 Resolving conflicts in training data

Each training data pattern “i” consisted of an input vector {xi} of features and an

output label zi. The label and all features range in [0,1]. Two patterns, i and j, formed a

conflicting pair if {xi} ≡ {xj} and zi 6= zi. This was because the ANN could not be trained

to produce different outputs for the same input. The presence of conflicting patterns in

training data influenced the training as indicated by non-decreasing MSE during training.

To remedy this, I collected patterns with identical features into groups and then replaced

each group by a single representative pattern with common features. Since these patterns
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Input Features Output label 

Gate type COP(CC) COP(CO) Distance Success/Failure 

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 z 

0 0 0 0 0 0 0 0 1 0.76 0.84 0.12 1 

0 0 0 0 0 0 0 0 1 0.76 0.84 0.12 1 

0 0 0 0 0 0 0 0 1 0.76 0.84 0.12 0 

0 0 0 0 0 0 0 1 0 0.95 0.95 0.95 1 

0 0 0 0 0 0 0 1 0 0.95 0.95 0.95 1 

0 0 0 0 0 0 1 0 0 0.5 0.5 0.5 0 

0 0 0 0 0 0 1 0 0 0.5 0.5 0.5 0 

0 0 0 0 1 0 0 0 0 0.37 0.63 0.25 1 

0 0 0 0 0 1 0 0 0 0.36 0.43 0.75 0 

0 0 0 0 0 0 0 0 1 0.63 0.34 0.8 1 

Figure 5.2: An example of ANN training data patterns with conflicts. Note the first three
patterns with identical inputs (features) and conflicting outputs (labels).

were derived from actual ATPG runs, the label of a pattern was either 1 (indicating success)

if it belonged in a backtrace leading to a test or 0 (indicating failure) if it resulted in a

backtrack. I counted the number of 1 and 0 labels in the group, and the representative

pattern was given the label count(1)
count(0)+count(1)

.

A conflict is illustrated by the sample training patterns in Fig. 5.2, where the first three

patterns have a conflict. This is resolved in Fig. 5.3, where the three patterns were replaced

by a single representative pattern with a label 2
2+1

= 0.67.

I collected training data from conventional heuristic-based PODEM applied to the train-

ing circuits (c6288, c3540 and b05), resolved all conflicts among training data patterns,

trained the ANN, and integrated the ANN guidance into PODEM. I observed that pre- and

post-conflict resolution MSE were 3% and 1%, respectively. Additionally, training patterns

were compacted in this manner allowed more faults to be included during training.

5.1.2 Recursive training and evolving ANN

In the Chapter 4, PODEM with random heuristic generated the ANN training data.

This could be time-consuming, difficult, and non-repeatable. Experimental results of Fig. 5.1
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Input Features Output label 

Gate type COP(CC) COP(CO) Distance Success/Failure 

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 z 

0 0 0 0 0 0 0 0 1 0.76 0.84 0.12 0.67 

0 0 0 0 0 0 0 1 0 0.95 0.95 0.95 1 

0 0 0 0 0 0 0 1 0 0.95 0.95 0.95 1 

0 0 0 0 0 0 1 0 0 0.5 0.5 0.5 0 

0 0 0 0 0 0 1 0 0 0.5 0.5 0.5 0 

0 0 0 0 1 0 0 0 0 0.37 0.63 0.25 1 

0 0 0 0 0 1 0 0 0 0.36 0.43 0.75 0 

0 0 0 0 0 0 0 0 1 0.63 0.34 0.8 1 

Figure 5.3: Example ANN training data patterns after resolving conflicts. The first pattern
here replaces the first three patterns of Fig. 5.4.

show that COP [108] heuristic can provide reasonable ATPG performance (i.e., fewer back-

tracks or in the same ballpark regime) for the training circuits. Therefore, PODEM guided

by COP was used for training data generation in this chapter.

Since ANN training quality largely depends on its structure and complexity, this chapter

examined the interrelation between the number of hidden neurons and MSE of the ANN to

find a “sweet-spot” that guaranteed efficient ANN training. This “sweet-spot” was found

during a new ANN training step by either adding hidden neurons or restoring the previous

optimal hidden neurons with corresponding training data, making the ANN effective with

minimal MSE. Training data from PODEM using COP was obtained from a small set of

faults and applied recursively to train the ANN. This training continued to minimize MSE

by adding small batches of faults to the training as long as they continued to improve the

ANN quality. This made my ANN dynamic in terms of hidden neurons.

The algorithm to develop an “evolving” ANN-guided ATPG is illustrated in Fig. 5.4. I

selected large depth circuits, c6288, b05, and c3540, from the ISCAS’85 and ITC’99 bench-

marks [110,111]. The ANN structure was same as in the Chapter 3 (Fig. 3.1) and parameters

were initialized as “hidden neurons (HN) = 10” and “MSE = 1.0”. COP-based PODEM

was applied to a set of 100 hard-to-detect faults, and the number of backtracks was recorded
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Figure 5.4: Flow chart of proposed training methodology, including sub-procedures, recursive
training by conventional heuristic-based PODEM, followed by “evolving” ANN.

“#b” to be minimized through recursive training. The training started by using 50 hard-to-

detect faults to generate a training database, followed by ANN training to check MSE and

record the corresponding number of hidden neurons, simultaneously. This process continued

until MSE started saturating, and the corresponding MSE “MSE UPD” and the number of

hidden neurons “HN UPD” were recorded and the ANN was re-trained. A similar process

was continued for 100 easy-to-test faults. To evaluate the training, the ANN-guided ATPG

was applied to 100 hard-to-detect faults of the same training circuits. If the backtrack count

was decreased, then 10 more hard-to-detect faults were added to the training of the ANN, else
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the hidden neurons “HN PREV” and MSE “MSE PREV” were restored, the corresponding

training patterns from training database were discarded, and another circuit was selected to

re-iterate the same process until one of the following conditions was satisfied: 1) the number

of backtracks was reduced to 50; 2) 100 hard-to-detect faults were used for training; or 3)

the ANN contained 100 hidden neurons.

5.2 Experimental Results

In this chapter, a workstation containing an Intel i7-8700 processor and 8 GB of RAM

performed all experiments. Tools were implemented in C++ using the MSVC++ 14.15

compiler with maximum performance optimization, and all ANN activity was executed in

Python. PODEM ATPG [21] was reproduced along with event-driven fault simulation [4]

such that any heuristic (distance [21], or COP [108]) can be applied across ISCAS’85 [110] and

ITC’99 [111] benchmark circuits without favoring a single heuristic. This chapter will surely

polarize EDA vendor mindset to deploy MI in their ATPG software. However, EDA vendors

hesitate to divulge their program source code, and it is impossible to conduct research-based

experiments using the executable. Therefore, I prefer to run the experiments using the

in-house EDA tools.

Figure 5.5 shows how this chapter’s optimally-trained-ANN performed on 100 hard-

to-detect faults across benchmarks as compared to the basic trained-ANN [2]. In terms

of backtracks, with few exceptions, the optimally-trained-ANN did the same or better in

reducing backtracks compared to the basic trained-ANN [2], especially for larger circuits.

My next experiment used all (testable and redundant) faults to show the efficacy of

guidance by the new ANN using the proposed training technique. Table 5.1 shows the

computation time of ATPG “CPU Time (ms)”, “Backtrace count”, and “Backtrack count”.

Clearly, the new ANN performs better (with fewer backtracks and less ATPG computation

time (see Fig. 5.7) than the basic trained-ANN [2], reaffirming the value of the proposed

training technique of this chapter. The backtrack counts for all faults are shown in Fig. 5.6.

42



1

10

100

1000

10000

100000

c1
7

b
0

2

b
0

6

b
0

1

b
0

9

b
0

3

c4
9

9

b
1

0

b
0

8

c4
3

2

b
1

2

b
1

3

c8
8

0

c1
3

5
5

b
0

4

b
0

7

c2
6

7
0

b
1

1

c1
9

0
8

c7
5

5
2

c5
3

1
5

c3
5

4
0

b
0

5

c6
2

8
8

N
u

m
b

e
r 

o
f 

b
a

ck
tr

a
ck

s

Benchmark Circuits

Basic trained-ANN [2]

Optimally-trained-ANN [3]

Figure 5.5: Backtracks in PODEM ATPG
with various guidance mechanisms for 100
hard-to-detect checkpoint stuck-at faults (in-
cluding detected and redundant).
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Figure 5.6: Backtracks in PODEM ATPG
with various guidance mechanisms for all
checkpoint stuck-at faults (including detected
and redundant).
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Figure 5.7: CPU times (ms) of PODEM ATPG guided by basic trained-ANN [2] and
optimally-trained-ANN [3] for all checkpoint single stuck-at faults (including detected and
redundant).

Table 5.1 has some notable observations. First, c17, b02, and b01 had no reconvergent

fanouts and therefore had no backtracks. Of course, there was no scope for reducing back-

tracks by new ANN guidance. I observed that the number of backtraces was either constant

or reduced in these reconvergent fanout-free circuits by the optimally-trained-ANN over the

basic trained-ANN [2]. Second, except for c1908, c432, c499, b12, and b05, the new ANN

exceeded expectations in terms of performance based on reductions in backtracks. Third,

the new ANN was able to reduce backtracks and backtraces for b09, but the CPU time

increased. Possibly more time per backtrace was used to reduce backtracks by expensive

43



Table 5.1: Performance of PODEM ATPG for all checkpoint faults in benchmark circuits,
guided by basic trained-ANN (chapter 4) [2] and optimally-trained-ANN (this chapter).
Boldface numbers show reduced backtracks by the latter.

Circuit Basic trained-ANN [2] Optimally-trained-ANN [3]

name
CPU Time

(ms)
Backtrace

count
Backtrack

count
CPU Time

(ms)
Backtrace

count
Backtrack

count

c17 7 64 0 7 64 0

b02 41 236 0 41 236 0

b06 128 514 1 130 506 0

b01 121 514 0 117 498 0

b09 984 3293 23 1250 3239 4

b03 662 2166 78 605 1901 8

c499 7097 22418 933 6828 22888 965

b10 1784 3718 361 1448 3225 181

b08 1683 4420 804 1665 4205 481

c432 12610 26253 19840 13626 30150 21441

b12 24877 33814 7161 24496 33945 7482

b13 1720 5481 1063 1453 4871 570

c880 4014 11889 7 3481 10459 0

c1355 40231 58658 1498 35825 57788 934

b04 67329 66182 46423 43855 47139 27110

b07 14660 18851 10810 12741 16420 7476

c2670 48296 72347 29924 38816 65159 18355

b11 17397 21008 5673 14601 18242 3641

c1908 30616 39150 549 27685 35982 779

c7552 291393 297572 57874 214372 222395 11183

c5315 85702 105072 21782 69560 86429 7321

c3540 126861 82609 41842 100468 71492 30529

b05 56152 43078 21260 48830 39892 21540

c6288 457206 212968 29982 390805 180588 16525

evaluation of weights and biases of ANN edges that involved matrix multiplication and com-

putation of the sigmoid [45] function. Forth, the optimally-trained-ANN heuristic did not

perform as well on a few circuits compared to the basic trained-ANN [2], but it outperformed

the conventional heuristics (like Distance [21] and COP [108]), except in case of c432. Fifth,

Fig. 5.7 illustrates no CPU time reduction for smaller circuits, and a reduction for high depth

circuits was observed, perhaps due to simultaneous reduction in backtracks and backtraces.

In the subsequent discussion, the technique of this chapter will be referred to as “optimally-

trained-ANN guidance”.
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Chapter 6

Unsupervised Learning in Test Generation for Digital Integrated Circuits

The exponential complexity of ATPG necessitates the use of heuristics in making choices

during test generation. However, in practice no single heuristic fits all situations. Unsuper-

vised learning can combine any number of known ATPG inputs, such as input-output dis-

tance (logic depths), gate type, fanout information, and testability measures like COP and

SCOAP as heuristics through PCA, and then the major PCs can guide ATPG choices. This

chapter combines three ATPG inputs–distance, COP, and SCOAP–into a single heuristic.

Some ATPG input data are complemented and two major PCs are obtained. These PCs

guide backtrace directions in a PODEM ATPG program. For most circuits, the number of

backtracks either matches the best of the three heuristics or is lower than all.

Major portions of this chapter are taken verbatim from my previously published research

work [14].

6.1 Modus Operandi

MI has two phases: learning from problem-specific data and then using that knowledge

to solve problems. In supervised learning, these phases may be ANN training and ANN

guidance. In contrast, unsupervised learning uses statistical tools such as PCA [40, 41] and

k-means clustering [47, 113–115]. In the first phase, the tool analyzes the problem-specific

data to extract relevant characteristics, which in the second phase directly helps solving

problems. I applied unsupervised learning to the ATPG problem using the PCA as discussed

in Section 3.2.
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6.1.1 Dimensionality Reduction

This chapter uses SVD to obtain PCs based on a parameter known as explained vari-

ance [48]. PCs represent the same amount of information as the original data, i.e., the

original data can be restored from the PCs. Moreover, the total variances of the original and

transformed data are the same but are redistributed unequally among the PCs. The first

PC (also known as the major PC) has the highest variance. The standard quality measure

explained variance πj of the jth PC is the ratio of its variance λj to the total variance (sum

of variances of all PCs):

πj =
λj∑p
i=1 λi

(6.1)

where, p is the number of PCs and λi is the individual variance of ith PC. The progressive

nature of PCs means that a proportion of total explained variance for a subset of S PCs is

expressed as a percentage of the total variance:
∑

i∈S πi. It is a common practice to set a

threshold for this total variance to decide how many PCs to use; only first one, two, or three

PCs may be required. However, there are circumstances, such as outlier detection [47] or

image analysis, where the last few PCs may be of interest.

6.1.2 Multi-Heuristic Guidance for ATPG

This chapter combines a variety of ATPG inputs, such as, the shortest distance d to

primary inputs [21], COP controllabilities [108], and SCOAP testability measures [109]. From

all the signal probabilities of COP–CC0 and CC1–I only used CC1 because of their complete

dependence on each other: CC0 = 1 - CC1. SCOAP 0 and 1 combinational controllabilities

were denoted here as SC0 and SC1. For every node in the circuit four quantities, d, CC1,

SC1, and SC0, were computed using known linear-time algorithms [21, 108, 109]. Each

quantity was normalized to [0,1] range with respect to its maximum value over all nodes.
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Table 6.1: Heuristic-based input selection criteria for backtracing through a gate to justify
output value.

Gate d CC1 SC1 SC0 P
Value→ 0 1 0 1 0 1 0 1 0 1

AND min max min min max max min min ? ?

NAND max min min min max max min min ? ?

OR max min max max min min max max ? ?

NOR min max max max min min max max ? ?

The same heuristic data were used in supervised learning-based PODEM ATPG [2, 3].

There, backtrace choices were directed by a trained ANN that computed relative metrics

for the available nodes. The highest metric implied best chance of finding a test without

a backtrack. For training the ANN, the information about how each heuristic influences

success was derived from ATPG runs on sample circuits. In the unsupervised learning

system, however, no ANN was used. Instead, multiple circuit data were combined through

PCA for directly guiding the backtrace.

6.1.3 Principal Component Analysis (PCA)

In combining multiple ATPG inputs, it was necessary that they worked cooperatively

without contradicting each other in comparing the effectiveness of inputs of a logic gate

while justifying the output value. Table 6.1 shows how individual heuristics worked. For

example, consider a backtrace through an AND gate with two or more inputs being guided

by d. To justify the output value 0, the backtrace must take the input closest to PIs [21].

In Table 6.1, this is indicated by “min” under d for AND gate and value = 0. To justify a 1

at the output, the backtrace followed the input with highest d, shown as “max”. I observed

that the four heuristics do not agree for any of the gates. Hence, if combined by PCA, the

major component (P ) cannot be given guidance criteria.

Table 6.2 takes a two-step approach to overcome the above difficulty. First, some circuit

data were complemented. For example, when an AND gate output was 1, its inputs–CC1

was replaced with 1 - CC1 and SC0 with 1 - SC0. Also, when the AND gate output was
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Table 6.2: Principal components (P0 and P1) for gate output = 0 and 1. Italicized decision
criterion (min or max) shows complemented heuristic data to achieve synchronization.

Gate d CC1 SC1 SC0 P0 P1
Value→ 0 1 0 1 0 1 0 1 0 1

AND min max min max min max min max min max

NAND max min max min max min max min max min

OR max min max min max min max min max min

NOR min max min max min max min max min max
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Figure 6.1: PCA for ISCAS’85 and ITC’99
benchmarks. Heuristic data are comple-
mented according to Table 6.2 assuming 0
output for all gates. The major PC, P0#1, is
shown in blue.
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Figure 6.2: PCA for ISCAS’85 and ITC’99
benchmarks. Heuristic data are comple-
mented according to Table 6.2 assuming 1
output for all gates. The major PC, P1#1, is
shown in blue.

0, SC1 was replaced by 1 - SC1. This reversed the corresponding backtrace criteria now

shown in italics. Similar changes were made for NAND, OR, and NOR gates, giving complete

synchronization of the choice criteria for all conventional heuristics and a way for PCA to

interpret the circuit data. However, it necessitated separate PCs for gate outputs 0 and 1,

respectively, requiring two major PCs, P0 and P1, with corresponding backtrace criteria

(see Table 6.2).

6.1.4 Preprocessing and ATPG

To run the ATPG, circuit netlist was preprocessed to compute four values for each signal

node, namely, D [21], CC1 [108], and SCOAP combinational measures SC0 and SC1 [109].

Complemented values were computed according to Table 6.2 and P0 and P1 were from PC
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no backtracks only when PCA was used.

analyses for all gate outputs assumed as 0 and 1, respectively. PCA results for ISCAS’85 [110]

and ITC’99 [111] benchmarks were shown in Figures 6.1 and 6.2. The blue bars show the

major PCs, P0 and P1.

6.2 Experimental Results

In this chapter, a workstation containing an Intel i7-8700 processor and 8 GB of RAM

performed all experiments. Tools were implemented in C++ using the MSVC++ 14.15

compiler with maximum performance optimization, and all PCA activity was executed in

Python. PODEM ATPG [21] was reproduced along with event-driven fault simulation [4]

such that any heuristic (distance [21], COP [108], SCOAP [109], or PC) can be applied across

ISCAS’85 [110] and ITC’99 [111] benchmark circuits without favoring a single heuristic.

This chapter will surely polarize EDA vendor mindset to deploy MI in their ATPG software.

However, EDA vendors hesitate to divulge their program source code, and it is impossible

to conduct research-based experiments using the executable. Therefore, I prefer to run the

experiments using the in-house EDA tools.

Experiments used testable and redundant faults to prove the efficacy of guidance pro-

vided by PCA to PODEM ATPG [21]. Figures 6.3 (circuits are arranged according to

49



increasing logic depths) and 6.4 show relevant findings on ATPG CPU time (ms) and the

number of backtracks with respect to distance [21], COP [108], SCOAP [109], and PCA (P0

and P1 guidance).

This experiment demonstrated how combining multiple ATPG inputs as heuristics into a

linear combination through PCA can achieve better ATPG CPU time and fewer backtracks

compared to conventional single heuristics. Circuits c1355, c2670, c3540, b04, b11, b08,

c499 and c6288 showed improvement of reduced backtracks, but these circuits needed more

backtraces, thus CPU time increased. Most frequently, PCA was the best guidance for

ATPG, but when it was not it was never the worst performing. Circuits c17, b02, b01, and

b06 had no reconvergent fanouts, and therefore had no scope for reducing backtracks. Circuit

c880 was the good example of zero backtracks in PCA-based PODEM ATPG compared to

other conventional heuristics, which was significant in terms of the ability to achieve no

backtracks.

The technique of this chapter is referred to as “PCA-guidance”. I observe that PCA

can provide guidance to ATPG without using ANN. Seemingly, an advantage might be that

the PCA-guidance is now customized to the circuit under test (CUT). In contrast, the ANN

must be pre-trained using data from training circuits, which are different from the CUT.

However, the trained ANN contains more information than the heuristics; it is also trained

with sample ATPG data. In the next chapter, I incorporate PCA in the training of ANN,

which will then guide the ATPG.
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Chapter 7

Principal Component Analysis in Machine Intelligence-Based Test Generation

Human clairvoyance in the form of heuristics was successfully used in ATPG programs,

but it has been reported that no single heuristic works optimally for all instances, and the

use of multiple heuristics can be computationally expensive [106,107]. Although MI is not a

new technique, considerable performance impact of ANN was found in test point insertion

(TPI) [13, 76, 116–118]. Recent advances in MI-based ATPG demonstrated that heuristics

can be easily incorporated in ATPG through MI [2,3]. Thus, MI could harness the benefits of

multiple heuristics. However, as the volume of heuristic data increases, the workhorse of MI,

i.e., the ANN, tends to be overloaded to the extent that its efficiency suffers. PCA [40, 41]

can amalgamate training features to enhance supervised learning of ANN. Although the

application of PCA-trained-ANN is not new, this chapter demonstrates its novel application

to ATPG.

This chapter improves ANN training quality and efficiency by pre-processing training

data with PCA [40, 41] that extracts relevant features from a list of many features to train

an ANN [119–121] and offers a viable pre-processing step [122] to decrease ANN complexity.

The heuristics in ATPG were built around topological data of the circuit, and this chapter

used correlation among data to achieve compaction [40, 41] and extracted the PCs of the

circuit data. Thus the ANN complexity was reduced as it was now trained only with a few

selected PCs. Additionally, the ATPG CPU time was reduced since the trained ANN was

now less complex, and evaluating weights and biases of ANN edges required smaller matrix

multiplication and fewer computations of non-linear sigmoid functions [45].

This chapter is organized as follows. Section 7.1 outlines the contribution of this study

that explains the PC extraction with detailed mathematical backgrounds and technique to
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choose major PCs. Section 7.2 evaluates the performance of PODEM guided by the PC-

trained ANN against that of PODEM guided by ANN without PCs [2, 3].

Major portions of this chapter are taken verbatim from my previously published research

work [15].

7.1 Modus Operandi

The performance of ANN-guided PODEM [2] was further improved by optimizing the

training methodology [3]. However, the addition of more features to the ANN would cause

problems of high volume of the training dataset and the ANN complexity to absorb and

retain the information. This leads to the storage crunch of such a high volume of training

data and leads to high ANN training time. Also, it may be possible that some training

features are irrelevant, and therefore extraction of useful training features is one such novel

contribution of this chapter, which enhances ATPG performance (both in terms of backtracks

and CPU time).

An increase in the training data set is prevalent and alarming. A multivariate statis-

tical method, popularly known as PCA [40, 41], reduces the data sets’ dimensionality and

increases interpretability with minimum information loss. PCA creates new uncorrelated

variables (also known as PCs) with maximum variances. Finding PCs reduces to solving an

eigenvalue/eigenvector problem; the new variables are not defined a priori, but by the data

set at hand, making PCA a pliant data analysis technique.

PCA is a technique to identify patterns in data and express the data to show the

similarities and dissimilarities. Any patterns in high-dimensional data are hard to find, but

PCA plays a vital role in analyzing these data where the luxury of graphical representation is

not available. PCA is also useful in compressing data by reducing the number of dimensions

without losing necessary information once patterns in the data are found [40, 41]. Before

this work, PCA found significant application in image processing and recently in the form

of unsupervised learning in ATPG [14], but this statistical tool has not been explored as
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Table 7.1: Example of 8-dimensional feature (signal characteristic) data for first 5 signals of
training circuit c6288.

Fan-
out

Gate
type

COP
CC

COP
CO

SCOAP
SC0

SCOAP
SC1

SCOAP
SCO

Dist.

0.000 0.000 0.063 1.000 0.013 0.058 0.000 0.237
0.000 0.000 0.063 1.000 0.013 0.058 0.004 0.211
0.000 0.000 0.938 1.000 0.034 0.016 0.004 0.184
0.000 0.000 0.938 0.063 0.034 0.016 0.045 0.158
1.000 0.330 0.500 0.125 0.007 0.011 0.034 0.132

a pre-processing step of ANN training in ATPG or MI-based ATPG (also known as PCA-

trained-ANN guided ATPG).

This chapter demonstrates PCA-based pre-processing of training data obtained from

circuits, c6288, c3540, and b05, chosen due to their large logic depths. The use of deep

circuits in training ANN for ATPG was empirically found to be effective [3]. The ANN

training data was obtained from successful and failed backtraces in a COP-based ATPG, as

illustrated in Chapter 4. In this chapter, the ANN recognizes eight features (characteristics)

for each signal line (PI, gate output, or fanout branch). The feature values were normalized

in the range [0, 1]. They are specified below, with examples shown in Table 7.1:

1. Fanout - Its value is 0 for a signal (line) with single destination, and 1 for multiple

destinations.

2. Gate type - The type of a signal is specified numerically. PI, fanout branch, and

inverter output are type 0.0. A multiple-input gate output signal, which can be a

non-fanout signal or a fanout stem, is type 1 through 6 (without any significance to a

gate being any type) corresponding to AND, NAND, OR, NOR, XOR, or XNOR gate,

respectively. After normalization the gate-type becomes 0.0, 0.167, 0.33, 0.5, 0.67,

0.83, or 1.0.

3. COP CC - Combinational controllability computed by COP [108] as probability of

setting the signal to 1.
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4. COP CO - Combinational observability computed by COP [108] as probability of

observing the signal at POs.

5. SCOAP SC0 - Effort of setting the signal to 0 as computed by SCOAP [109], nor-

malized with respect to the maximum SC0 of the circuit.

6. SCOAP SC1 - Effort of setting the signal to 1 as computed by SCOAP [109], nor-

malized with respect to the maximum SC1 of the circuit.

7. SCOAP SCO - Effort of observing the signal at POs as computed by SCOAP [109],

normalized with respect to the maximum SCO of the circuit.

8. Distance - Number of lines on the shortest path between the signal and PIs, normal-

ized with respect to the maximum PI to PO depth of the circuit.

7.1.1 Mathematical Background of PCA

This section explains how PCA is performed on a set of data and also attempted to

provide elementary mathematical background required to understand PCA’s mechanisms,

such as calculating mean, covariance matrix, eigenvectors, and eigenvalues of a covariance

matrix, choosing the components that formed a feature vector, and finally deriving a new

data set based on feature vectors.

Step 1: Getting data

Examples of 8 input features of the ANN are given in Table 7.1. For simplicity, 2-

dimensional data for “COP CO” and “Dist.” are illustrated in Table 7.2. Figures 7.1

and 7.2 show the combined training data from circuits c6288, c3540, and b05 for two pairs of

features. These are scatter plots of raw data and show how some features can have stronger

correlation. The circular or elliptical concentration with minimum outliers indicates either

uncorrelated or correlated data, respectively. Although not empirically proven here, this

issue will be revisited in later sections.
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Table 7.2: Example of features x = COP CO and y = distance in Table 7.1, and mean-
adjusted values for first 5 signals of c6288. Means < x > and < y > are computed for all
signals of training circuits c6288, c3540 and b05.

COP (CO)
x

Distance
y

xadjust = x− < x > yadjust = y− < y >

1 0.237 0.795 -0.021
1 0.211 0.795 -0.048
1 0.184 0.795 -0.074

0.063 0.158 -0.143 0.100
0.125 0.132 -0.080 -0.127

0
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Figure 7.1: A two-dimensional scatter plot of
“distance” and “COP CO” data for all signals
in training circuits c6288, c3540, and b05. A
nearly circular concentration indicates a weak
correlation between two features.
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Figure 7.2: A two-dimensional scatter plot
of “SCOAP SC0” and “distance” data for all
signals in training circuits c6288, c3540, and
b05. The elliptical concentration indicates
significant correlation between two features.

Step 2: Subtracting mean

The mean of each data type in Table 7.1 was calculated and subtracted from the re-

spective data as shown in Table 7.2. The well known procedure for computation of mean

is [123]:

< a >=
1

N

N∑
i=1

ai =
a1 + a2 + · · ·+ aN

N
(7.1)

where a is data sample, and N is the total number of samples.
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Step 3: Calculating the covariance matrix

Data sets can be either single or multi-dimensional, and depending on which statistical

tools are used. Standard deviation and variance are such statistical tools that can be used

for one-dimensional data sets to calculate the standard deviation for each dimension of the

data, independent of the other dimensions. However, it was essential to have an evaluation

metric to find how much the dimensions vary from the mean concerning each other, known

as covariance. The mathematical formula for covariance is similar to variance [123]:

V arx =
1

N − 1

N∑
i=1

(xi− < x >)2 (7.2)

Covx,y =

∑N
i=1(xi− < x >)(yi− < y >)

N − 1
(7.3)

The total number of covariances for 2 or more data dimensions is n2−n
2

, where n is the

dimension of the data set. As this chapter deals with 8-dimensional data sets, n = 8, and

the total number of covariances (i.e., the number of elements in either the lower triangle or

the upper triangle of a symmetric matrix) is 28.

For a simple illustration, let us consider 2-dimensional data of Fig. 7.1 that produced

only one covariance. The higher the covariance, the stronger is correlation between features.

In this case, covariance was extremely low, suggesting that these features were almost un-

correlated. The covariance matrix was computed using equation 7.2 as:

C =

0.057 0.008

0.008 0.026

 (7.4)
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Step 4: Calculating eigenvectors and eigenvalues

Eigenvectors and eigenvalues [123] are calculated from the covariance matrix C. These

signify the relative strengths of data components, which help identify significant PCs. Eigen-

vectors are orthogonal to each other and provide useful reorganization of data. Eigenvectors

represent a rotation matrix, and the eigenvalues corresponded to the square of the scaling

factor in each dimension.

eigenvectors =

0.973 −0.232

0.232 0.973

 (7.5)

eigenvalues =

(
0.059 0.024

)
(7.6)

Step 5: Forming a feature vector

This step illustrates compressing and reducing dimensionality of a data set. All eigen-

vectors are different and have different eigenvalues. The eigenvector with highest eigenvalue

is the major PC of the data set. It carries maximum significance among data dimensions.

Eigenvectors are obtained from the covariance matrix and ordered according to decreasing

eigenvalues. One may choose the significant eigenvectors based on their high eigenvalues

and discard the rest of the eigenvectors without losing much information, as shown below.

In the present situation, the two variables had rather low correlation and hence none were

dropped. However, just for illustration, one can drop the second variable:

selected eigenvector =

0.973

0.232

 (7.7)

Finally, n dimensional data may produce at most n eigenvectors and corresponding

eigenvalues. A subset of p eigenvectors may be chosen by eliminating those with relatively

small eigenvalues. Finally, a data set of dimension p (p ≤ n) is created in the next step.
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Step 6: Reconstructing a new data set

A transform T is an n × n square matrix containing eigenvectors as rows. The mean-

adjusted feature data for each line is an n-dimensional vector. This vector, when multiplied

by T–produces a new n-dimensional vector of PCs.

7.1.2 Selecting Major Principal Components

This section highlights details on generation of six major PCs for each line, as discussed

in Section 7.1.1. There were various avenues to fix the number of significant PCs, but the

Pearson correlation coefficient (PCC)-based technique was chosen to compress/extract the

final dimensions of PC-based data [124]. However, datasets contained a mix of correlated

and uncorrelated items. The neural network training became more efficient when all its input

features are strictly orthogonal or, in other words, un-correlated. Therefore, PCC is a handy

technique by which one can compress unnecessary correlated data, keeping the uncorrelated

data intact. The well-known equation for PCC [123] is as follows:

r =

∑N
i=1(xi− < x >)(yi− < y >)√∑N

i=1(xi− < x >)2
√∑N

i=1(yi− < y >)2
(7.8)

where r is PCC, x and y are data samples of a two-dimensional dataset, < x > and < y >

are computed mean of data samples, and N is number of samples.

The entire data set from the three training circuits, of which only a sample is shown

in Table 7.1, was analyzed to compute correlation coefficients as shown by the 8× 8 matrix

below. I observed that diagonal elements are self correlated. Because they are highly corre-

lated, the PCC is 1 (highlighted in bold). Pair-wise correlation coefficients are off-diagonal

elements and, as pointed out earlier, considering the diagonal symmetry there are 28 of them.
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

1.000 0.246 −0.099 −0.086 −0.145 −0.005 0.031 −0.029

0.246 1.000 −0.107 −0.100 −0.142 0.025 −0.049 −0.091

−0.099 −0.107 1.000 0.064 0.322 −0.164 0.039 0.212

−0.086 −0.100 0.064 1.000 0.130 0.214 −0.364 0.201

−0.145 −0.142 0.322 0.130 1.000 0.408 0.286 0.622

−0.005 0.025 −0.164 0.214 0.408 1.000 0.175 0.559

0.031 −0.049 0.039 −0.364 0.286 0.175 1.000 0.258

−0.029 −0.091 0.212 0.201 0.622 0.559 0.258 1.000


Items 5, 6, and 8, i.e., SCOAP SC0, SCOAP SC1, and distance as shown in Table 7.1,

displayed strong correlation as highlighted in bold-green color in the PCC matrix. The

correlation of SCOAP SC0 and distance was also observed in Fig. 7.2. Six major PCs in

this study were based on PCC, as five were weakly correlated and were assumed uncorrelated,

and of the remaining three, two can be dropped. Thus, only six PCs were used to train the

ANN, and to facilitate algorithmic decisions in ATPG.

7.1.3 Preprocessing and ATPG

I recorded 8 features listed at the beginning of this section for all signal lines in the three

training circuits, c6288, c3540, and b05, in a L × 8 matrix, where L was total number of

lines in the three circuits. Next, PCA created the 8×8 matrix appearing above. COP-based

ATPG was run on the training circuits to record training data along with major PCs for

all backtraced lines. Each backtrace was also labeled either as success if it leads to a test,

or failure if it was undone by a backtrack. An ANN was then trained and replaced the

conventional heuristics-based sub-routine of PODEM ATPG. When backtracing through a

gate with multiple inputs, the ANN rated the chance for success for each input, and the

input with highest rating was chosen. To prepare a circuit under test for ATPG, first, all six

features were computed for each line, and the values were transformed into PCs in a similar

way as was done for training circuits.
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7.2 Experimental Results

In this chapter, a workstation containing an Intel i7-8700 processor and 8 GB of RAM

performed all experiments. Tools were implemented in C++ using the MSVC++ 14.15

compiler with maximum performance optimization, and all PCA and ANN activities were

executed in Python. PODEM ATPG [21] was reproduced along with event-driven fault

simulation [4] such that any heuristic (distance [21], COP [108], SCOAP [109], or PC) can

be applied across ISCAS’85 [110] and ITC’99 [111] benchmark circuits without favoring a

single heuristic. This chapter will surely polarize EDA vendor mindset to deploy MI in their

ATPG software. However, EDA vendors hesitate to divulge their program source code, and

it is impossible to conduct research-based experiments using the executable. Therefore, I

prefer to run the experiments using the in-house EDA tools.

ATPG was applied to all testable and redundant single stuck-at faults in each circuit.

Figures 7.3 and 7.4 show the total number of backtracks and ATPG CPU times (ms) for

three ANN-based guidances: basic trained-ANN of Chapter 4 [2], optimally-trained-ANN

guidance of Chapter 5 [3], and PCA-trained-ANN guidance [15] of this chapter. The circuits

are arranged left to right in terms of increasing logic depth. For each circuit, three bars record

total backtracks in Fig. 7.3 and three points show CPU times in Fig. 7.4, corresponding to

the three versions of PODEM. Curves in Fig. 7.4 are MATLAB power-law curve fits (y = cxb)

for the three PODEM versions. For circuits b10, b12, c880, b04, b11, c1908, c7552, c5315,

and c3540 the new ANN outperformed the other two ANN-based heuristics [2,3] in terms of

backtracks and ATPG CPU time. Circuits c2670, b07, and c3540 show reduced backtracks

but required more backtraces, alleviating the CPU time benefit. Circuits c432, c2670, b07,

b13, c6288, b09, b03, c499, b08, b13, and c1355 show that quite often the PCA-trained-ANN

guided PODEM ATPG gave the best guidance, but when did not it was never the worst

performing. Circuits c17, b02, b01, and b06 had zero reconvergent fanouts and provided
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Figure 7.3: Backtracks required to find a test
or verify redundancy for all checkpoint stuck-
at faults in benchmark circuits, arranged left
to right in order of increasing logic depth.
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Figure 7.4: CPU time to find a test or verify
redundancy for all checkpoint stuck-at faults
for circuits of Fig. 7.3.

no scope for reducing backtracks through the new ANN. Circuit b05 had no reduction in

backtracks but a significant reduction in CPU time.

The result of circuit b05 is significant in terms of the ability to achieve the so-called

“sweet-spot” [2, 3]. In extreme cases, MI-based ATPG can reduce several backtracks to

one backtrack in an enormous amount of time, which is infeasible. However, if MI-based

ATPG can generate test vectors using the most effective backtraces irrespective of several

backtracks in a lesser amount of time than conventional heuristic-based ATPG–it can be

worthwhile exploring. The point at which MI-based ATPG may consume backtracks in the

lowest possible time is known as “sweet-spot”–effective for detecting hard-to-detect faults in

a circuit.

Finally, Fig. 7.5 compares CPU times (ms) of PODEM ATPG guided by the four ML

strategies developed, respectively, in Chapter 4 (basic trained-ANN-guidance) [2], Chapter 5

(optimally-trained-ANN guidance) [3], Chapter 6 (PCA-guidance) [14], and this chapter

(PCA-trained-ANN guidance) [15]. Once again, benchmarks are arranged by logic depth in-

creasing from left to right. The test generation time of optimally-trained-ANN guidance was

reduced a little bit for high depth benchmarks compared to that of the basic trained-ANN

guidance. However, it can be observed that the test generation time of PCA-guidance was

reduced substantially for low depth benchmarks but increased for high depth benchmarks.
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Figure 7.5: CPU times (ms) of PODEM ATPG guided by four ML strategies for all check-
point single stuck-at faults (detected and redundant).

In contrast, the test generation time of PCA-trained-ANN guidance was reduced uniformly

across all the benchmarks. Therefore, it can be concluded that the PCA-trained-ANN guid-

ance of this chapter is the best of the present research.

The preceding evaluation is based on a combined ATPG performance (backtracks and

CPU time) for all faults. However, in practical applications a more important criteria is

the performance with respect to the hardest-to-detect or even redundant faults. Thus, a

fault-by-fault micro-evaluation of the ATPG guidance techniques is recommended for the

future.
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Chapter 8

Discussion and Future Work

MI, big data, and data mining are hot-topics with ample media coverage, upcoming

start-up companies, and outstanding mergers and acquisitions. In the past few decades,

MI allowed the extraction and use of domain-specific knowledge to solve computationally

hard problems. VLSI design and test have benefited too: MI has been in use for analog,

digital, and memory testing, along with emerging technology-based device test and hardware

security [51].

This thesis discovered that one can solve the test generation problem using MI. Assuming

that fewer backtracks represent higher ATPG performance, I made an interesting observation

from Fig. 4.5. For the normalized data, the height of a bar above the 0 line indicates how

much worse a heuristic performs compared to MAR. Also, the relative heights of other bars

for the same circuit give a comparison between the Distance and COP heuristics. A shorter

bar, such as for b09, shows Distance is better than COP. On the other hand, a shorter orange

bar for b07 shows a better performance by the COP heuristic. This indicates that there is no

single best heuristic for all circuits [106,107]. It is not surprising that MAR, with capability

to use data from both heuristics, does well on both circuits.

I conjectured that any ATPG algorithm that performs backtracing will improve with the

MAR heuristic. The ANNs of Chapter 4 and Chapter 5 [2,3] do not need to be retrained for

different ATPG algorithms as long as the goal of the backtrace guidance is to prevent future

backtracks and the backtracing subroutine inputs are solely circuit topology. Given that

ATPG algorithms beyond PODEM [21], like SOCRATES [24–26] and FAN [22], substantially

decrease CPU time through advanced ATPG subroutines but still require backtracking, I

hope to see MAR used in these algorithms and provide similar benefits as seen in this
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dissertation. I also found that training with just hard-to-detect faults was not sufficient for

obtaining a more useful ANN [3]. Therefore, I had to include some easy-to-test faults in the

training process. A possible reason is that hard-to-detect faults may cover only some parts

of the circuit topology while ignoring others.

Nevertheless, the proposed MI techniques [2,3] were supervised and needed ANNs that

are trained and used in place of heuristics. The result is fewer erroneous backtraces (i.e.,

fewer backtracks) and more efficient ATPG. But, the increase in the volume of heuristic

data may overburden the ANN, making it more complex and leading to increased training

time. Chapter 6 used no ANN, and instead opted for a statistical data analysis technique,

i.e., PCA, which can be used with minimal cost to implement PODEM ATPG. This PCA-

guided ATPG [14] outperforms conventional heuristics in terms of backtracks and CPU

time, and circuit c880 (although small) shows the possibility of no backtracks using a linear

combination of multiple features. Though previous work [106,107] has reported that no single

heuristic performs well in all cases, results of Chapter 6 showed that the major PC combined

multiple circuit data effectively and either outperforms or matches the best heuristics on

most circuits, with few exceptions, as shown in Figures 6.3 and 6.4.

Chapter 7 attempted to improve upon the previous MI-based test generation system’s

detriments by introducing PCA [40, 41]. I think that the ANN of MI-based test genera-

tion systems may have incorporated too many features, and their large number could have

been a detriment in previous research. PCA has a powerful ability to combine even larger-

dimensional correlated data, reduce the data volume, and continue to improve the ANN

training efficiency. Chapter 7 went beyond expectation by showing an order of magnitude

reduction in test generation time (except for c6288) through effectively combining multiple

circuit data.

Chapters 4, 5, 6, and 7 provided several avenues to be explored by future researchers [2,

3, 14,15]:
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1. My focus was on reducing backtracks, but the performance of backtraces, particularly

in reconvergent fanout-free circuits, can also be improved.

2. My exploration for eliminating backtracks had a cost in CPU time. Thus, a “sweet-

spot” may be found where the reduction of backtracks would be optimum for minimiz-

ing CPU time.

3. Finding untestable/redundant faults earlier can make ATPG for the entire circuit

faster.

4. Recent work [76] demonstrated that arbitrary random circuits can generate limitless

training data.

5. This dissertation’s experiments were demonstrated on academic benchmark circuits

and not on larger industrial circuits. I believe that the MI-guided ATPG performance

trends are quite promising (which is important) and likely to scale on a wider variety

and larger set of designs to show broader capabilities in the future.

6. MI was used in backtracing guidance of PODEM ATPG, but never used for D-Frontier

drive selection in PODEM ATPG to witness more ATPG performance improvement.

7. Using k-means clustering or other unsupervised learning models may give some inter-

esting observations compared to PCA-based ATPG.

8. MI-based PODEM ATPG detected some faults in a circuit with many backtracks

compared to conventional heuristic based PODEM ATPG. I think further investigation

is needed regarding the characteristics of those faults that did not favor MI-based

PODEM ATPG.

9. PCA can combine multiple circuit topological data and testability measures to create

a novel testability measure.

65



10. Although performance improvements diminish for larger circuits, further improvement

may be possible with more ANN features, such as reconverging signal characteristics,

fanout information, etc., that can add to the capability of the ANN.

11. Yet another area is to examine ANN structures beyond the single hidden layer [43].

Finally, the efficacy of PCs, as illustrated in Chapters 6 and 7, can always be improved

by maximizing the explained variance. The usual practice of PCA is to keep only the first

k < p principal components, where k is the dimension of transformed subspace that comprises

PCs and p is the dimension of the original space. PCA is an orthogonal transformation that

projects data from a p-dimensional space to a k-dimensional subspace, and the remaining

p − k dimensions vanish in this kind of projection. It is rational to minimize variability in

those p−k directions and maximize the variance of the first k variables as the total variance

of both p and k dimensional spaces is constant. Figure 6.1 shows that the major PC (or

the first PC) of some circuits do not reach close to 1, which signifies that there is room to

maximize the explained variance of such circuits by adding more isomorphic features to the

original dataset. In the future, one will make choices in PCA based on specific objectives:

1) PCA is an orthogonal transformation and will need maximum variance in the first k

components and minimum variance in p−k components; 2) choosing the first k components

for maximum variability; and 3) choosing large k to reduce information loss and variance of

p− k components.

Researchers are limited in their imagination to find solutions for NP-complete problems.

Therefore, all ATPG algorithms use various heuristics to achieve a lower test generation

runtime, but achieving lower ATPG run-time is still an open problem. This dissertation

attempts to bank upon MI to combine various ATPG inputs as heuristics, narrow down

the search space, and achieve speed-up in ATPG runtime as illustrated in Chapters 4, 5, 6,

and 7 [2, 3, 14, 15]. However, with the dramatic rise in research on quantum computing, it

is only natural to use those ideas to break the VLSI Testing area out of its plateau. The

discovery of quantum-based test generation algorithms may break the computational barrier
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and achieve the theoretical run-time complexity of
√
N . Until or unless it is proven that a

given solution is the most optimal, there is always a ray of hope that paradigms will continue

to shift. Attempts have been reported but the field is still open [125,126].

Finally, practical ATPG systems may combine a simple program (e.g., random vector

ATPG) for easy faults and a complex program (e.g., MI-based or quantum-based ATPG)

for hard-to-detect faults. This system-level experiment is yet to be explored in the future.
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Chapter 9

Conclusion

In this dissertation, a thorough study was conducted to quantitatively and qualitatively

analyze the effectiveness of various MI-based heuristics in ATPG. A major benefit of the

MI approach is the ability to combine the benefits of multiple heuristics, which may be

difficult otherwise. Minimizing test generation time has been the sole motive for many

IC test researchers in the past decades. As the time to generate tests depends on the

anatomy of the ATPG algorithm, innovations can improve the algorithm’s efficacy. The use

of heuristics in backtrace is one such technique that attempts to find a test with minimal bad

decisions or “backtracks” and more successful “backtraces .” These two ATPG activities

play significant roles in the way the search space is explored for finding tests while trying to

minimize the CPU time. The search for a test is terminated as soon as a suitable vector is

found, making the exploration of the remaining space unnecessary. Conventional heuristics

attempt to enhance ATPG performance, but with the introduction of MI, this attempt can

be further improved to an extent a single conventional heuristic can never achieve [106,107].

Chapter 4 concluded using ANN-based backtracing, “MAR”, most often reduced back-

tracks and CPU time compared to other conventional heuristics, which suggests ANNs can

assist complex EDA problems like ATPG with few drawbacks.

Chapter 5 concluded that the methodical training of an ANN for guiding ATPG as

presented here has benefits. Although many cases showed significant improvements, there

were circuits that demand more. Finding the most suitable training circuits remains an open

problem. ANN training is only a one-time cost, after which the MI imparted to the ATPG

can have long-term benefits.
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For the first time, Chapter 6 attempted to integrate unsupervised learning of MI with

PODEM ATPG to demonstrate the effectiveness of ATPG in terms of reduction of back-

tracks and ATPG CPU time. This chapter used PCA to combine multiple features, and

a linear transformation projects conventional ATPG backtracing features into a new major

PC (the first PC), which is considered to be the carrier of maximum variance and replaces

the traditional single-heuristic guidance of ATPG.

To be successful, an ATPG algorithm must backtrack when necessary and then move

forward again and it’s efficiency is derived by minimizing backtracks. Chapter 7 concluded

that PCA effectively increased the amount of useful information fed into an ANN during

ATPG. It brings ATPG closer to the elusive goal of zero backtrack. This chapter showed that

PCA reduced the dimension of the training dataset and effectively trained the ANN. This is

known as PCA-assisted supervised learning in contrast with the supervised learning [2, 3].
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