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ABSTRACT: In the past decades, soft errors caused by cosmic radiation were a major concern in avionics and space mission applications. With the downscaling of CMOS technologies, such concerns to reliability have become a bottleneck in the evolution of even the ground-based systems. Technology trends such as transistor sizing, use of new materials, and system-on-chip architectures are responsible for this. An accurate analysis of soft error rate (SER) requires simulation using circuit netlist, devices characteristics, manufacturing processes and technology parameters, and radiation environment measurement data. Because the experimental SER testing is expensive and involves long delays that are unacceptable for contemporary chip markets, analysis approaches are beneficial. We model neutron-induced soft errors using two parameters, namely, occurrence rate and intensity. Our new SER estimation method propagates occurrence rate and intensity (width of single event transient pulse), expressed as a probability function and a probability density function, respectively, through the logic circuit. We consider the entire linear energy transfer (LET) spectrum of the terrestrial background, which is available from measurement data specific to environment and device materials. Soft error rates are calculated for ISCAS85 benchmark circuits in the standard units, failure in time (FIT or failures in 109 hours). In comparison to the reported SER analysis work by Rao et al., we consider many more relevant factors, including sensitive regions, circuit technology, etc., which influence SER. Simulation results for ISCAS85 benchmark circuits show similar trend as reported measurements. For example, our experimental soft error rates for C432 and C499 are 1.18×103 FIT and 1.41×105 FIT, respectively. However, other analyses report 1.75×10-5 FIT and 6.26×10-5 FIT, respectively. Explaining this discrepancy, we discuss the factors that influence the SER analysis and may easily cause several orders of magnitude difference, if not properly considered. Our CPU times are acceptably low; c1908 with 880 gates takes only 1.14 CPU seconds. Because we propagate the error pulse width density information to primary outputs the analysis allows evaluation of SER reduction scheme such as time or space redundancy.
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