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Reading material 1: “Architectures for silicon Nanoelectronics and beyond”

（I）What is nanoarchitecture? 

Nanoarchitecture is defined as the organization of basic computational structures composed of nanoscale devices assembled into a system that computes something useful. It will bring different computational models and provide superior capability in some areas due to its potential for large capacity.

Nanoelectronics won’t replace CMOS for some time, although it has potential to become main element in semiconductor industry. Its research to develop the architectures, methods and tools is needed before its replacement of CMOS.
(II)Combine nanoelectronics such as molecular, optical or quantum with CMOS into hybrid systems.

Characteristics of hybrid system: reduced noise margins, high manufacturing-defect rates, exposing to higher softer-error rates and more process variability, low-power, high speed and high density (the last three are most important). But, nanoelectronics are not regarded as reliable right now.
Power density and energy cost are the main design bottlenecks for CMOS nano-scale technology. Adding redundancy will help to increase error resilience, in another word, resolve high fault rates, but will increase design complexity, decrease energy efficiency. 
Therefore, further research is needed for correct computation at low hardware redundancy and cost.

 High level issues in hybrid systems:

(1) defects and fault rates
high defect rates and variability is first-order consideration for nanoscale level.

(2) Synergy between levels for achieving an appropriate level of reliability.

(3) Well designed interface between various levels of abstraction.

(4) Exploiting potentials of nanotechnology and nanoelectronics.

(III)What we need to do for nanoelectronics research?

(1)Reliability theory:  more realistic chatacterization of the nature of faults at molecular scale and new fault models for gates and wires.

(2)Computation theory: explore new models of computation and information representation

                                  Understand issues involved in adding reliability 

(3)Fault management:

(IV)Applications:

Commercial implementations of multimedia, communication and pattern-recognition domains drives  the application of hybrid architectures. Hybrid devices have a promising future in integration of sensing and processing functions inspired by biology. Shown as followed.
Nanostorage: 

Advantages: large storage availability and its integration with logic functions which is not affordable by current technology.  For example, signal-processing application requires large storage capability, such as handwriting, voice, and speech recognition. 
Systems development:

Nanoelectronics have ability of integrating very large amount of devices in a square centimeter which is needed for efficient and cost-effective system. 

Nanodevice and nanocircuit fabric attributes:

Including the availability of abundant hardware resources which facilitate the use of huge on-chip parallelism; fine-grained interleaving of memory and logic devices; categorical dominance of interconnect dalays and record levels of variability of basic devices.
Challenges:

The challenges are classified into several domains: device characterization, simulation, design and optimization.  Nanodevice manufacturing process will be different from CMOS process because of immaturity of manufacturing precision. In addition, susceptibility  to kinds of noises because of very small scale.  Such challenges lead to development of design tools since the current CAD tools can’t scale to handle systems with tens of billions of components or more.

（V）Design tools for nanoscale devices and circuit fabrics

(1)models:

     we need to freshly model newly conceived nanodevices. The new model should capture relevant physical and electrochemical processes in nanodevice.

(2) logic primitives:

      nanodevices tend to use different logic primitives,-for example, threshold, majority, and minority functions- compared to CMOS devices. This means we need a new suite of logic-synthesis techniques and tools.

(3) circuit fabrics:

we must compare a new nanodevice-based circuit fabric against existing silicon-based fabrics, hybrid CMOS-nanofabrics and nanocircuit fabric. This requires developing a comprehensive, modular evaluation platform.

(4) defects

     tools for locating defects on manufactured nanocircuit fabric is needed.
(5) design tools

     because nanoelectronics enjoy a higher level of device integration than CMOS, it is necessary to revise or reinvent current techniques to handle complexity of nanoscale designs.

As silicon devices have incorporated more transistors, they’ve also incorporated more design errors. So we need new design flows and tools to optimize nanoelectronic circuits.

Nanodevices have promising future, so research in archetectures, methods, and tools are required before its massive application. 
Reading material 2: beyond silicon: new computing paradigm

Since silicon-based computing technology reaches the limit regarding power level it has achieved, it is natural to search for completely new techniques.
Current silicon-based technology: “top-down” approach, starting at macroscopic level, going downward to smaller and smaller size while achieving faster computing and higher density of memory. But the limitation is hard for further down-scaling.

Other computing elements discussed in this article take a totally opposite direction, “bottom-up”, as shown followed: 

(1) Atomic and molecular computing: each element is on the order of 10 nanometers on a side, programmable arrays of switches at a local density of one trillion elements per square centimeter. These elements are connected by wires and serve as memory or logic circuit. One major strength of this technique is that the scaling problem of assembling a large number of computing elements has already been achieved.
(2) Computing by carbon nanotubes: potential speeds and less electron scattering. It is a attractive approach. Basic logic gates have been implemented.
(3) Computing by elements based on organic and other types of molecules such as polymers. But this technique is still in research stage.
(4) DNA computing or bio-DNA computing:

In this technique, information is encoded on DNA, which is then used to perform biomolecular process to achieve targeted computing.  This technique has experienced significant advancement. Although the single element speed of this computing is slow, but the use of massive parallel elements may provide a significant faster speed. Some of the specific features of this computing scheme are the research of nano-scale DNA molecules.

(5) quantum computing: 

based on quantum physics, totally different principle from silicon-based technology.
Each quantum bit or qubit can be 0, 1 or a superposition of states—0 and 1 at the same time. This means a qubit can behave differently by exhibiting quantum effects such as interference or quantum nonlocality. Commercial products have already been in the market and development of quantum computing algorithms is of interest to researchers.
(6) optical computing: leap to femto-second speeds, achieving 100000 times faster computation than current silicon-based technology. But there is a difficult problem: cascading. 

(7) Mocro/nanofluidics computing

Much shorter processing times than equivalent macroscale process; allowance for parallel operations because of its very small size.
(8) neural computing based on chaotic behavior in amoeba. Although its speed is very slow and it would hardly be a practical paradigm, it garner much attention because 

there are many high-speed chaotic phenomena in nature. Future research on chaotic 

paradigm is very meaningful for surpassing current silicon-based technique.

Reading material 3: “optical computing: need and challenge”
In one word, optical computing is regarded as “tiny and fast”.

Today’s great need for computational speed is the driving force of the revival of optical computing technology.

An optical computer is a device that uses photons, thin films, crystals, and optical fibers to perform digital computations. Optical computation is the most feasible technology that can replace electronics. Optical component have already proven their reliability and good performance.

The reason of why optical is in great need is that, the advantages that optical interconnections and optical integrated circuits have lead to good performance of optical computing. Optical computing is immune to electromagnetic interference and electrical short circuits.

The main element in optical device, photons, are capable of low-loss transmission and providing large bandwidth. Optical materials are compact, lightweight, inexpensive to manufacture. In addition, the most important characteristic is that optical computing systems offer much faster computational speed than current electronic systems. Furthermore, they own superior storage density.
“all-optical” means an optical signal in a logic gates controls another optical signal by switching it on/off without external electronic components. The light beam is “on” when the device transmits light and is “off” when it blocks the light. 

The author demonstrate typical logic gate in optical devices in the article. What I learned is that, usage of two laser source with different wavelength represents two different signals. These optical signals go to the thin film, where different mechanism is used. For example, and gate was attributed to the saturation of absorption, and XOR gate was attributed to excited state absorption. After going through the filter then, the signals arrive at detector for the final judgment of the function. It is reasonable to change into different materials by using gates with different physical and optical properties.
Although all-optical logic gates, optical switches, optical memory and optical interconnections are all available, we still can not have an optical computing system. The factors infecting this are: cascadability, material development, and funding.

(1) Cascadability is a highly complex problem and a major obstacle of building a complete optical computing system. Nonlinear optical mechanisms play important roles, which require pumping high optical power into system. But, high optical power will bring undesirable signals into the system and affect the performance of the system.
(2) Development of optical computing system needs the cooperation of scientists from many disciplines such as chemistry, physics, computer architects and etc.

