A Very Low Voltage 16-bit Counter In High Static Leakage CMOS Technology
By Colin Stevens

Abstract- The binary counter is a fundamental unit of computer operation.  There are many situations when a low voltage operation of a counter would be beneficial.  The goal of this project is to simulate the operation of a binary counter at very low voltages, and evaluate the advantages and disadvantages associated with this operation.  
I. Introduction

O

NE of the best ways to reduce the power dissipation of a circuit is to lower the transistor supply voltage.  Power reduces proportionally with the square of the of the supply voltage, while other components like frequency and capacitance produce only a linear reduction in power consumption.  It can therefore be beneficial to determine the minimum voltage a circuit can successfully run, thus producing very low power consumption.  This project attempts to determine the lowest successful operating voltage of a 16 bit counter in a high leakage, small feature size process.   
 This experiment was completed in a series of steps.  First, an appropriate counter design was selected. Second, the various design and simulation tools were identified and studied.  Last, the design was implemented and the results were measured and evaluated.  
II. Circuit design
 There are a number of factors to consider when choosing an appropriate design for a low voltage counter.  By using a high static leakage technology, a large number of transistors in the design can be a significant source of static power dissipation.  It can therefore be beneficial to keep the size of the circuit as small as possible.  However, if in reducing the size of the circuit, the delay is increased, then this can negatively affect the amount of energy consumed per cycle.   The simplest counter with the fewest number of gates is the asynchronous (ripple) counter shown in Figure 1.  This type of counter can be constructed using nothing but flip-flops connected in series.  Each previous flip flop acts as the clock for the higher order flip flop. When the least significant bit makes a transition, the information is rippled through to each successive flip-flop changing values as necessary.[1]  The asynchronous counter can be useful in small counters, but as the number of bits of the counter grows, this ripple effect causes an increasing delay period in which the output of the counter is indeterminate.
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Figure 1. 2-Bit Asynchronous Counter
Synchronous counters solve the ripple effect problem by clocking every flip-flop simultaneously. All of the flip-flops make their transitions at the same time, and the information travels from the output to the input before the next rising edge of the clock.  In a synchronous counter the indeterminate period of all of the flip-flops is the same, but as with the asynchronous counter, the delay of each flip-flop still increases as the number of bits grows[3].   The maximum delay of a 16 bit asynchronous counter would be the combined delay of the 16 flip-flops.  The maximum delay of the synchronous counter, while also increasing, is significantly better at 1 flip-flop plus 16 AND gates.  
For this simulation, I chose the synchronous counter due to its ability to scale to a higher number of bits and adding a minimal amount of delay per bit.  In a high leakage technology, reducing the delay can potentially help to reduce the amount of static leakage power consumed in the circuit.  Also, by using a high bit count asynchronous counter in combination with low voltage, the unstable period where the counter produces the wrong value would become excessive.  
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Figure 2. 2-Bit Synchronous Counter [2]
III. Implementation

A few different design tools were considered and tested for implementation of the counter design.  The first tool used was Mentor Graphics’ ModelSim to test the basic functionality of a VHDL coded version of the circuit.  Once the counter operation was verified, I began testing a number of different tools to implement a netlist for spice simulation.   The following netlist creation tools were tested.  Pspice Schematics, LTSpice Schematics, Cadence Virtuoso Spectre, and Mentor Graphics’ Design Architect.  Pspice and LTSpice were not useful for creating large circuits.  The Cadence Software provided the best interface for design layout, but I finally chose Design Architect for its integrated functionality with ELDO.  Also EZwave was the primary choice for the SPICE waveform viewer.   
I could not get the simulator to recognize the predictive technology models acquired from Arizona State, so I was forced to use the ADK .18um available on the university server.  The PMOS and NMOS threshold voltages for these technologies are .3725V and -.3948V respectively.   
The goal of this project is to measure the performance of the counter circuit at decreasing voltages levels to determine the minimum operating voltage.  I performed a transient analysis on the counter circuit and then used EZWAVE to measure the voltage and delay over a period of time as shown in Figure 3.  
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Figure 3. Example EZWAVE output
To gain an accurate measure of performance, the critical path delay of the circuit must be measured, which was determined to be the point at which the carryout bit is toggled.  Unfortunately, the carryout bit is only toggled after the counter has cycled through all of its values from zero to 216. In order to keep the transient analysis computation time down, I was forced to add extra logic to load in values to the counter.  This required placing multiplexor at the input of each flip flop, which has the effect of increasing the delay time of each bit.  Beacuse of the nature of the synchronous counter, however, the delay effect is not cumulative, and the carryout bit delay is also only increased by the equivalent of one gate. 
IV. Results
a. Operation Above Threshold

During the simulation, I measured total power consumption, and gate delay using a 50Mhz clock, beginning with 5V and reducing until the circuit would no longer function correctly.  Figure 1 gives the power dissipation as a function of voltage.  The power drops toward zero until the transistors can no longer function.  At its lowest voltage, this circuit consumed very low power consumption of 21.8µW as compared to the 5V operation of 5.13mW.  This translates to a power savings of 99.5% over the maximum tested voltage.    [image: image4.jpg]Power vs Voltage
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Figure 4. Average Power vs. Voltage.
As shown in figure 5, the delay of the carryout signal increases exponentially as supply voltage is lowered.  The lowest working voltage I was able to achieve was .7V which caused a delay of 48.6ns.  This value is below the |Vtp|+Vtn value of .767V calculated for the .18µm technology; meaning that the transistors are not fully operating in the saturation region.   At this voltage a speed reduction of 97.65% is observed.
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Figure 5. Carryout Delay vs. Voltage
Achieving a low voltage operation of a circuit is important to maintain low power dissipation, but the speed of the circuit must also be considered.  The circuit may consume a very small amount to of power, but the resulting speed decrease may make it useless for the designer.  The amount of delay along the critical path determines the maximum frequency that the clock can be set and maintain a working circuit.   
To calculate the maximum frequency, I added a 10% evaluation period to each delay time and took the inverse.  As shown in Figure 6, the maximum frequency at high voltages converges to around 1Ghz, and also falls off exponentially as the supply voltage drops to a value below the threshold of the transistors.  The maximum frequency at 5V is 797Mhz, dropping to 47.85Mhz at .76V.  This result is understandable, because at this very low voltage, the transistors are not fully operational, and are being charged and discharged in the linear region, resulting in an exponential drop in current flow as the voltage is lowered.  
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Figure 6. Maximum Frequency vs. Voltage
The power delay product of the circuit can be used to find the optimal operating voltage.  Figure 7 shows the point at which the power delay product is at a minimum.  This point is the voltage at which the circuit can operate that causes the least tradeoff between the power and delay.  This operating voltage is approximately 1.2V. At this voltage, the delay and power consumption of the circuit are 4ns and 59.73µW.  
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Figure 7. Power Delay Product vs. Voltage.
Comparing this new optimum voltage over the lowest voltage gives a 63.4% power savings and a 375% increase in the delay of the low voltage circuit compared to the optimum circuit.
b. Sub-threshold Operation

At the point where the supply voltage has been lowered to the point that it equals |Vtp| + Vtn, the delay of the circuit begins increasing exponentially.  The delay generated by this region of operation was longer than the period of my test clock.  In order to measure an operational circuit in this region I was forced to lengthen the clock period.  Below this voltage, both transistors begin operating in the linear region simultaneously, whereas above this value, one transistor was in turned off at all times.  This increasing delay negates the power gains realized by reducing the voltage.  As is shown by figures 8 and 9, delay and frequency are shown on a log scale to show the decrease in speed in the sub-threshold region.   At the lowest working Voltage of 1V, the maximum working frequency for the circuit is only 483.6 Hz.
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Figure 8. Sub-threshold Delay vs. Voltage
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Figure 9. Sub-threshold Frequency vs. Voltage
I have also calculated the delay product for the voltages below the |Vtp|+Vtn value shown in figure 10.  Because I was forced to lengthen the period of the clock during this test, there should be a further power reduction beyond what was found in the original test. For this reason, the power delay product results below .767V cannot be compared to the results above .767V.  However, by graphing these values, we can see that the trend as the voltage is lowered, the delay power product increases.  There is a slight aberration at .5V showing the PDP to have a lower value than at .6V.  I cannot explain the reason for this outcome.
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Figure 10. Power Deleay Product for Voltages below |Vtp|+Vtn
V. Future Considerations

In a high static leakage technology, even an idle circuit consumes power.  Gating the source voltage to shut down the circuit when it has completed the operation may be beneficial.  By turning off the power to the counter when it is idle, a number of other optimizing techniques could be performed to further reduce the power consumption. If power is the main consideration, one optimization would be to operate the circuit at a higher a higher voltage to reduce the delay, and turn off the counter when its operation is complete.  By completing the operation faster, the circuit will consume less static power, and possibly less total power.  If the objective is to maintain a low voltage, the circuit could be optimized so that the transistors along the critical path are replaced with low threshold transistors[4]. This would allow the circuit to operate faster at lower voltages.  
VI. Conclusions

The very low voltage operation of the 16-bit counter can achieve dramatic power reductions over the normal voltage operation.  These power savings, however, are offset by the increase in delay as the supply voltage is lowered close to the threshold operation of the transistors. These delays can be offset by optimizing the circuit and utilizing other power saving techniques.  
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