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Abstract
A physical unclonable function (PUF) is a digital circuit that can generate a die specific unique and stable response, which 
can be used for authentication and key generation. Since no major design or manufacturing modifications are required, 
exploitation of SRAMs to implement PUFs is a promising option. When initially powered up, in dividual SRAM cells 
acquire unique logic states based on the inherent bias of the cell. At advanced technology nodes, this bias is primarily due to 
unavoidable random manufacturing process variations, which are unpredictable and vary randomly from cell to cell, as well 
as chip to chip. When an SRAM is read out, these power-up states provide a unique output that is largely consistent during 
repeated power-up cycles for a given SRAM, but varies for different copies of the same part, as required of a PUF. However, 
this powerup state of SRAMs cannot be directly used (e.g. in cartographic key generation), due to unpredictability in some 
of the SRAM cells caused by electrical and electromagnetic noise and temperature fluctuations. We show in this paper that 
power-up states are also influenced by the power supply ramp rate at power-up, which can be yet another source of cell 
instability. To address the general problem of instability in SRAM power-up states that can result in inconsistent responses 
from SRAM PUFs, we present an effective stable cell selection method to identify the cells in the SRAM that are strongly 
biased, thereby resistant to circuit noise, voltage and temperature changes, and also aging. The data from the Silicon experi-
ments presented here shows that the selected stable SRAM cells are highly reliable over temperature and voltage variations, 
with a bit error rate (BER) close to zero.
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1  Introduction

A physical unclonable function (PUF) is a die-specific ran-
dom function or a silicon biometric, which can generate a 
unique predetermined response to an applied stimulus or 
challenge. The uniqueness of many PUF designs is derived 
from the variations that occur during the fabrication pro-
cess in a completely unintentional, random and uncontrol-
lable manner. These unique responses can be used as key 

generation and authentication in hardware security applica 
tion [32]. Compared with the alternative of storing the ran-
dom response information in non-volatile memory, PUFs 
provide more resilient resistance to physical attack since the 
information will disappear during power off. Moreover, the 
response from each PUF is unique, ideally even for copies 
of the same design in different dies.

A number of PUFs structures have been proposed in 
recent decades, such as arbiter PUFs, ring oscillator PUFs,  
Latch PUFs and many more [10, 23]. SRAM-based PUFs have  
been proposed in [11]. These exploit the power-up value of 
cells to provide the PUF response, with the corresponding 
address serving as the challenge. In practice, a SRAM cell 
can store one specific desired bit of information: either a ‘0’ 
or ‘1’, depending on the information that has been written in 
during the write process. However, the information stored in 
SRAM cells is unpredictable when the array is first powered 
on without any preceding write operation. This is because 
the state stored in the SRAM cells will be decided by the 
relative the strength of the two back-to-back inverters in the 
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SRAM cells. Ideally, the two inverters in each cell are identi-
cal, but in practice they will be slightly different in unpre-
dictable ways because of random process variations (unique 
to each copy of the circuit) caused by random-dopant fluc-
tuations, line-edge roughness, etc. [15]. Thus, in any SRAM, 
some of the cells will power up to logical ‘0’ and others to 
logical ‘1’. This unique this pattern of 0 s and 1 s in each 
SRAM has been used for implementing PUFs based on the 
power-up states of SRAM cells.

SRAMs are widely employed as building blocks in FPGA 
and many system-on-chips (SoCs), which make the imple-
mentation of SRAM PUF simple and require no additional 
design processes. Although the SRAM PUF provides many 
attractive features, one of the challenges is the reliability 
of the SRAM cells. Firstly, the power-up state in SRAM 
cells is highly sensitive to the noise and temperature/voltage 
variation. Researchers have reported that 5–10 percent of 
cells are unstable and do not power up to the same consist-
ent value during multiple power-up cycles. Secondly, aging 
degradation affects the threshold voltage of MOSFETs and 
can change the relative strengths of the two inverters in 
a cell, resulting in a change in the power-up state during 
operation in the field. In order to exploit the start-up value 
of the SRAM cells to perform some cryptography function 
(i.e., key generation), the response or start-up value for each 
SRAM cell should be highly reliable under different operat-
ing conditions (i.e., different temperature or voltage). Con-
sequently, incorporation of a SRAM PUF into an end-user 
device requires extremely high reliability of the power-up 
response with with a bit-error-rate (BER) close to zero [22]. 
Several mechanisms have been proposed to reduce cell insta-
bility and increase the reliability of SRAM PUFs:

1.	 Error Correction Codes(ECC): Here ECC such as BCH 
code [4] has been exploited to reduce the bit-error rate 
to a specific level so that the SRAM array can be directly 
used as PUF.

2.	 Preselection: Reliably stable SRAM cells have been 
selected during testing, and only these are used as the 
PUF [17, 22, 26, 30].

3.	 Hardening: Reverse burn-in aging has been applied to 
the SRAM cells to strengthen the response of cells. The 
BER has to reach a reasonable level before SRAM has 
been deployed as a PUF [2, 16, 21, 25].

Error Correction Codes (ECC) is a conventional approach 
to enhance the reliability of SRAM PUF with the target bit 
error rate less than 1e–6 [3]. The overall methodology is 
divided into two steps: enrollment and regeneration. Dur-
ing the enrollment, the ECC will perform the encoding by 
using a larger amount of raw (unstable) data from the SRAM 
array. The output of encoding will be the secret key and help 
data. The help data is public information and can be stored 

in any non-volatile memory. During the regeneration phase, 
the user will exploit the help data and the new regenerated 
raw (noisy) PUF data to recover the secret key. In order to 
successfully recover the secret key in the field, the raw PUF 
data size and help data will be much larger than the size of 
the secret key. Typically, it requires 3.68 raw PUF bits to 
generate 1 stable PUF bit by using BCH code, for a biterror-
rate is of 1e 6 and the natural instability of PUF bits as 6% 
[8]. The low instability nature of the PUF bits increases the 
size of required raw PUF data and help data. For example, to  
generate 128 stable bits, ECC implementation will require 
about 3 K-10 K raw PUF bits and 3 K-15 K bits help data if 
the nature instability (unreliable bits before applying ECC) 
is about 15% [3]. The ECC implementation will generally 
introduce a significant hardware overhead.

Since the conventional ECC implementation introduces 
unwanted hardware overhead, some researchers proposed a 
preselection scheme, which filters out the unstable cells leav-
ing behind only stable cells as the PUF output. In this way, 
the final PUF output will be virtually 100% reliable and the 
bit-error rate will approach zero. At the same time, the over-
all hardware overhead is negligible since only the address of 
the selected cell requires to be stored in nonvolatile mem-
ory. To identify stable SRAM PUF cells, the researchers in 
[30] exploit the spatial correlation of the SRAM PUF cells 
indicating the higher likelihood of the most stable cells to 
be surrounded by the stable cells. However, this selection 
method still requires high-temperature/low voltage (HTLV) 
and low-temperature/low voltage (LTLV) to perform the 
enrollment test, which will increase both the test time and 
the cost. Some researchers propose a revised design of the  
SRAM cells to fulfill the selection of the strong cells [22, 26].  
The theory behind this approach is to introduce a skew or 
tilt to the cells through the revised structure of the SRAM 
cells. If the natural mismatch of a cell is larger than the 
introduced tilt, the cell will not change the value before or 
after introducing the tilt and will be considered as a strong 
cell for the PUF application. However, this selection method 
requires the modification of traditional SRAM cells, which 
will increase design costs and limit the range of application. 
A remanence-based method has been proposed to evaluate 
the strength of the SRAM PUF [17]. A value of either a ‘1’  
or ‘0’ will first be written to the SRAM cells followed by 
turning off the power for a very brief controlled period. 
Thereafter, the cell is powered back on to observe the value. 
If the cell flips the value that has been written in previously 
to the cell, it will be considered as a strong PUF cell. How-
ever, the selection method requires precise control of the 
power-off time. This may present implementation challenge 
for advanced CMOS technology.

In our previous work [29], we have proposed a method 
that can identify the most stable SRAM cells (strongest 
cells), where only the VDD voltage needs to be controlled 
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and not the power-off time. This can be implemented more 
easily in the practical application. However, only simulation 
results were provided in the initial paper, and the impact of 
temperature, voltage variation, and aging effect were not 
considered in the context of the analysis. In this extended 
version of the paper, our contributions include:

1.	 A discussion of the start-up behavior of the SRAM cell 
and a detailed analysis of the ramp rate effect.

2.	 Proposal for a comprehensive methodology to perform 
pre-selection of the strong stable SRAM cells.

3.	 Presentation of the corresponding data from silicon 
experiments, including performing voltage and tem-
perature variation and aging experiments to validate the 
reliability of the selected SRAM cells.

The main objective of this paper is to show that our pro-
posed bit selection method can reliably select the strongest 
SRAM cells for PUF application. The details of implemen-
tation (overhead, power consumption et al.) will greatly 
depend on the real-world application, such as the memory 
type, the manufacturing technology, how the memory is 
tested-externally or with on-board memory BIST, and many 
other variables. These optimizations are left to be addressed 
by the SoC designer.

The rest of the paper is organized as follows. In Sect. 2, 
the necessary background of the SRAM PUF has been dis-
cussed: SRAM cell characteristic along with the related 
work to improve the SRAM PUF reliability and uniqueness. 
In Sect. 3, we discuss the model of the power-up behavior of 
the SRAM cells and how the ramp rate effects the start-up 
value of these SRAM cells. In Sect. 4, the data retention test 
has been introduced. We shows how it can facilitate selection 
of the strong cells for PUF applications. In Sect. 5, we pro-
pose a comprehensive methodology to identify those strong 
SRAM cells for PUF application. Section 6 presents data 
from the silicon experiments and discusses the reliability of 
the selected SRAM cells. We conclude In Sect. 7.

2 � Background

In this section, we discuss the details of SRAM PUF, the 
circuit theory behind it and some of its challenges. Subse-
quently, we will discuss the related research and our new 
contributions.

2.1 � SRAM PUF

The SRAM PUF is one of the appealing PUF candidate due 
to its easy implementation and nearly zero hardware penalty 
[30]. The idea of using the power-up value of the SRAM 
array as a response of PUFs was firstly proposed in [11]. The  

response uniqueness of SRAM PUFs is also competitive 
among the candidate of the existing PUFs [11]. A particu-
larly attractive design for PUFs is based on the static random 
access memory (SRAM) array, as depicted in Fig. 1a. When 
an SRAM is initially powered up, each cell acquires a ‘0’ or 
a ‘1’ logic value. Figure 1b shows the circuit schematic for a 
6-transistor SRAM cell. Each cell has a pair of NMOS pull-
down transistors, PMOS pull-up transistors, and NMOS pass 
transistors connecting each of the two (complimentary) cell 
output to the bit lines. In an ideal SRAM cell, if each tran-
sistor pair as described above is identical in every respect, 
including layout associated parasitic components, then the 
cell is perfectly balanced. In the absence of an asymmetric 
electrical noise, such a cell has a random 50% chance of 
acquiring either a ‘0’ or a ‘1’ state at power-up. However, 
even a small imbalance within a pair of transistors can result 
in a cell being biased towards either a ‘0’ or a ‘1’ power-up 
state. In nanometer-scale technologies, because of uncon-
trollable small random manufacturing variations, no two 
transistors in an SRAM cell are truly identical in practice. 
Consequently, when the SRAM array has been powered up, 
the process variation along with the noise and environment 
variation will classify the cells into two main parts:

–	 Neutral cell: The cell has no strong mismatch among 
pull-up PMOS pairs and pull-down NMOS pairs. It does 

Address Data

(a) A typical SRAM array. (b) A six-transistor SRAM cell.
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not mean no process variation happened in M1 M2 M3 
M4 as depicted in Fig. 1b. It only indicates the mismatch 
among these MOSFETs cancel each other and overall 
cells have no preference to the states 0 or 1. The final 
state of these cells will be determined by the noise pre-
sent in the circuit.

–	 Skewed cell: The cell has relatively high mismatch 
among pull-up PMOS pairs (M1 and M2) and pull-down 
NMOS pairs (M3 and M4). These cells will have their 
preferred/consistent state, either a ‘0’ or a ‘1’.

Figure 1c is a bitmap for a 64 K bit SRAM array. In this 
bitmap, the red dots represent neutral cells, which show 
inconsistent power-up state during 100 power-up scenarios. 
The white dots and black dots represent the skewed cells, 
which indicate a consistent power-up value during 100 
power-up scenarios. Based on the bitmap, about 90% cells 
hold consistent values. However, among these 90% cells, 
some cells may only obtain limited mismatch among pull-up 
MOSFETs and pull-down MOSFETs. In other words, these 
cells may change their response over time due to device 
degradation or under different environment such as tem-
perature, supply voltage, or electromagnetic noise. These 
potential ‘weak’/ ‘neutral’ cells will raise a challenge for 
SRAMbased PUF since it requires 100% reliability under 
PUF application.

2.2 � Related Works

In order to address the reliability problem for SRAM based 
PUFs, some complex statistical solutions have been proposed 
to extract a stable signature [5, 7, 20, 31]. Figure 2 shows  
a basic step for PUF key generation based on soft error cor-
rection. In Fig. 2, the overall procedure is divided into two 
phases: enrollment and key generation. For the enrollment 
phase, the raw PUF response will be fed into the ECC encod-
ing part and the corresponding help data will be the output. 
These help data will be stored in the non-volatile memory 

(NVM) and are public in nature. When the users target to 
generate the key in the field, the help data will be loaded 
from NVM and fed into the ECC decoding part. Along with 
the new raw PUF response, the key will be generated as 
the output. This key generation scheme has two main draw-
backs. Firstly, the ECC implementation usually requires sig-
nificant hardware overhead. For example, if the target is to 
generate 128 bits key with a bit-error-rate less than 1e 6, the 
ECC typically needs 3 k-10 k PUF raw bits and the nature 
bit-error-rate for this raw PUF bits have to be less than 15%. 
Furthermore, for this case, the ECC will generate 3 k-15 k 
bits of help data and need to be store in the NVM [3]. The 
other drawback will be the weakness of the help data. It has 
been shown that the help data/syndrome bits are a source of 
leaking information [13, 20, 31]. This requires further care-
ful design of the help data generation.

It has also been shown that the SRAM PUF cells will 
suffer from the reliability issue due to the aging effect in 
[18]. This is the first time that the authors in [2] exploit 
the potential benefit of the aging effect to reinforce the reli-
ability of the SRAM PUF cells. The idea behind this is that 
the aging effect will increase the threshold voltage of the 
MOSFETs. Since the power-up state of the SRAM cells is 
highly dependent on the mismatch of two pairs of MOS-
FETs, the nature mismatch can be exaggerated by precisely 
choosing to apply the aging effect to specific MOSFETs. 
In [9], the authors show that the cells will have a bias of 1 
when the cells have been aged with 0 ( storing 0) and the 
cells will lean towards 0 bias when the cell have been aged 
with 1. By writing a proper value to the SRAM array and 
applying burn-in aging, the SRAM PUF cells can become 
more reliable. However, the bit-error rate cannot achieve a 
safe level by purely applying the burn-in aging and the ECC 
is still required afterwards [2, 19, 21, 25]. In [16], instead of 
Negative-Bias Temperature Instability (NBTI) burn-in, the 
author exploit the Hot Carrier Injection (HCI) burn-In to 
reach nearly 100% reliable SRAM PUF cells. However, to 
efficiently introduce controlled HCI degradation into SRAM 
cells, the design of the SRAM cells needs to be modified and 
this increases the design cost and time, and also limits occa-
sional reuse of functional SRAMs as PUFs. The operating 
conditions are another core element that affects the powerup 
state of SRAM cells. Normally, the cells that are always 
power-up in a consistent state become less stable in the 
presence of Vdd variations, and cell stability also decreases 
with changes in temperature [1, 12, 14]. Some researchers 
have exploited this phenomenal provide to develop a differ-
ent approach for identifying strong/stable SRAM cells for 
PUF application [1, 21, 25, 30]. However, performing tests 
at multiple voltages and temperatures increases the test cost 
and time. Our proposed bit selection method only requires 
one VDD/temperature condition, which will reduce the test-
ing cost and time.

Enrollment phase
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Key generation
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Fig. 2   Operation of SRAM PUF based key generation system
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In this paper, to address the reliability problem of SRAM 
PUFs caused by unstable cells, the cell pre-selection 
method is utilised as the primary tool. The overall strategy 
is to run tests that select only highly stable cells as the PUF 
cells, ensuring high reliability. As a result, the bit-error rate 
(BER) of the selected cells will be extremely low along with 
reliability close to 100% under varied operating environ-
ments (i.e., different supply voltage and temperature). Other 
similar approaches include [30], where the authors exploit 
the spatial relation between the strong cells and selects the 
potentially qualified cells. However, this approach is more 
effective against systematic variations than the random vari-
ations observed in modern processes. Moreover, the BER 
cannot reach a safe level, and it still requires the application 
of ECC following the cell selection methodology. In [22, 
26], the authors introduce a tilt or bias to the SRAM cells 
to facilitate the selection of strong 1 and strong 0. However, 
to introduce the tilt, the SRAM cell needs to be modified. 
In [17], the authors exploit a phenomenon that the cell will 
flip to its preferred value after a short power-off time when 
an opposite value has been written previously. However, 
the design that is used in [17] is based on ultra-low leakage 
technology allowing much longer time before the flips. In 
more typical advanced technology with significant leakage, 
this method will be less practical because of the difficulty of 
reading all the cells within a very short time of writing. Else 
it becomes difficult to distinguish the intensity in the cell 
bias/tilt. Moreover, the ramp rate at power-on and power-
off impact bit flipping, and this has not been considered. In 
[24], the author exploits the Maximum Trip Supply Voltage 
(MTSV) method to identify the strongest SRAM cells for 
PUF application. Compared with work in [24], we system-
atically analyze how the ramp rate (power-up time) affect 
the powerup value of SRAM cells and how to exploit dif-
ferent ramp rate to facilitate us selecting those most strong 
SRAM cells for PUF application.

3 � Ramp Rate Impact on Reliability of SRAM 
PUF

In this section, we discuss the effect of the VDD ramp rate 
on the power-up value of SRAM cells in a systematic way 
and develop a model to analyze this phenomenon. We then 
present a short discussion that includes how the ramp rate 
effect the reliability of SRAM PUF cells.

In theory, the power supply to an SRAM can be turned 
ON very quickly, for example raising the high voltage 
power rail from VSS (ground) to VDD in nanoseconds or 
less. It can also be raised very slowly, over several sec-
onds. Observe that here fast and slow time ramp rates must 
be defined relative to the charging/discharging time con-
stants of the internal capacitances at the circuit nodes of 

the SRAM. These can range from hundreds of picosec-
onds (ps) to hundreds of milliseconds (ms) depending on 
whether the nodes are being charged/discharged by actively 
conducting transistors or by extremely small leakage cur-
rents. In practice, while there are generally no lower lim-
its on allowable slow power supply ramp rates, a quick  
power supply ramp can be limited by the drive strength 
needed to charge the large power rail capacitances internal 
to the IC. This is typically design dependent, particularly 
if the SRAM power supply has to be switched on-chip, as 
would be the case if the SRAM PUF is to be read while the 
system-on-chip (SoC) containing the PUF is in the oper-
ating condition. Earlier work [6, 29], has discussed the 
ramp rate effect on the power-up state of SRAM cell in an 
informal way. In this paper, we analyze the ramp rate effect 
more systematically.

Figure 3a shows a typical 6 transistors SRAM cell. Dur-
ing the normal power-up, the word line will not be acti-
vated and the pass transistors M5 and M6 are typically off. 
Figure 3b is the simplified model for the power-up state 
of the SRAM cells. C1 and C2 are the diffusion capaci-
tors from pass transistors and line respectively. The pass 
transistors can be ignored since they are generally off. 
When the SRAM cell is powered up under extremely quick 
ramp, the PMOS transistors M1 and M2 turn completely 
ON nearly instantly since their Vgs exceeds |vth| because V1 
and V2 remain at their initial voltage 0 V. This is because 
the potential at V1 and V2 cannot change instantaneously 
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at power up due to the need for capacitances C1 and C2 to 
acquire charge. Furthermore, the M3 and M4 are OFF dur-
ing the early phase of power up due to the same reason. 
Consequently, the currents that flow into the C1 and C2 to 
build up the potential at V1 and V2 are mainly dependent on 
the strength of M1 and M2; the effect of two NMOS M3 and 
M4 can be ignored. On the other hand, when the SRAM cell 
is powered up under an extremely slow ramp, at each point 
in time, the supply voltage VDD can be nearly regarded as 
a DC voltage with the circuit in equilibrium, since any 
change in VDD overt time is quite small. The capacitors C1 
and C2 will almost be in the quasi-equilibrium state and 
will not influence the powerup state. Under this extremely 
slow ramp, the two MOSFET pairs can be assumed as an 
equivalent to channel resistors for simplified analysis. Fig-
ure 3c indicate corresponding analysis model for extremely 
slow ramp. The RP1, RP2, Rn1, and Rn2 represent the chan-
nel resistors for the four MOS- FETS. Under this analysis 
model, the V1 and V2 will be decided by the value of the 
four resistors because of the voltage divider structure. In 
other words, either V1 will be larger than V2 or V2 will be 
larger than V1 that would be decided by the strength of the 
four MOSFETs. During the positive feedback in the SRAM 
cells, either V1 or V2 will be logical 1 in a short time in 
the final state. Note in this model, the effect of the capaci-
tor has been removed. To simply sum up, if powering the 
SRAM cell under an extremely quick ramp, the effect of 
two NMOS (M3 and M4) can be ignored. If powering the 
SRAM cell under an extremely slow ramp, the effect of the 
capacitance can be ignored. If powering the SRAM cell 
under middle range ramp, the strength of the four MOS-
FETs as well as the value of the two capacitors, combined 
together, decide the final power-up state of the SRAM cell 
(either V1 or V2 will be logical 1).

To further verify the impact of ramp rate on the power-up 
state of the SRAM cell, two specific simulation cases have 
been investigated through the HSPICE. Figure 4 indicate the 
parameter of corresponding simulation. Case 1, introduces 
the difference between the four MOSFETs (M1, M2, M3, and 

M4) and the value identified in Fig. 4 that represents the 
threshold voltage of the MOSFETs. Note that M1 is stronger 
than M2 and M3 is stronger than M4 in this case. Here the 
cell have been powered up under quick and slow ramp. The 
quick power up time is 7 ns and slow one is 10 s. If these 
cells have been powered up by a quick ramp, the effect of 
M3 and M4 will be removed. The V1 will be logical 1 after 
powering up since M1 is stronger than M2 and more current 
will flow into C1 to built the potential of V1. Figure 5a shows 
the corresponding HPSICE simulation result and the blue 
curve (V1) follow the VDD and finally increase to logical 1. 
This validates our previous analysis. If the cell in case 1 has 
been powered up under a slow ramp, all four MOSFETs 
will be considered to decide the final value. Since the Vth 
difference between M3 and M4 is larger than the difference 
between M1 and M2, the V1 will finally be logical 0. HSPICE 
simulation also validate this result (see Fig. 5b). Similarly, 
for the SRAM cell of Case 2, we only introduce the differ-
ence between two NMOS and capacitors respectively. Under 
the quick ramp, since the NMOS effect will be removed and 
C1 is less than C2, the V1 will finally become logical 1. Under 
the slow ramp, since the capacitor effect on power-up state 
has been removed and M3 is stronger than the M4, the V1 will 
be logical 0. The HSPICE simulation result also validate the 
analysis (see Fig. 5c and d).

Based on the previous analysis and the simulations in 
this section, we can conclude that some SRAM cells may 
have inconsistent power-up values under different ramp rates 
depending on the circuit parameters of the cell itself. These 
cells that display inconsistent values under different ram-
pup rates may be the potential’unstable’ cells for SRAM 
PUF applications. This is because both cells of case 1 and 
case 2 have conflicted inner bias either from the NMOS and 
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PMOS or from the NMOS and capacitors. We will exploit 
this phenomenon to facilitate the selection of the strong cell 
for PUF application.

4 � Data Retention Voltage for Strong Cell 
Selection

The traditional data retention test for memories is designed 
to identify the most unstable SRAM cell that will cause 
faulty behavior during reading and writing operation [27]. 
The test is performed by writing all ‘1’ to the cell and 
then lowering the SRAM supply voltage to a critical level 
(VDD,Min). The entire SRAM array is held at this lower power 
level for a while, following which, VDD is raised back up to 
its nominal value. A read operation is then performed for 
the entire array to identify the potential unstable or faulty 
SRAM cells that flip their values to ‘0’ during this lower 
voltage power supply excursion. If not containing a stuck-at 
fault, these cells are inherently strongly biased towards the 
logic 0 state The same procedure can be repeated by writing 
‘0’ to SRAM array initially to identify cells with a strong 
1 bias.

This same data retention test can be exploited for iden-
tifying the most strongly biased stable SRAM cells that 

power up to either a 0 or 1 state. Recalling the definition 
of skewed cells In Sect. 2, these asymmetric cell will also 
be the most reliable candidates for PUF application. Fig-
ure 6a show the selection of strong ‘0’ process. Initially, 
the entire SRAM array has been written with 1 and then 
VDD has been reduced to a critical level. After that, the VDD 
is powered back to the nominal value again and the entire 
SRAM read out. The bitmap in Fig. 6a shows the bit values 
after the final read operation. Here the white dots represent 
the flipped bits and are the potential strong 0 cells for PUF 
candidates. Similarly Fig. 6b shows the process of select-
ing strong ‘1’. The black dots represent the candidates cell 
for strong ‘1’.

Table 1 shows the simulation results and indicate the effi-
ciency of selecting strong cell for PUF application based on 
the data retention test. In the simulation, 500 SRAM cells 
have been created and have a consistent bias from both the 
NMOS and PMOS transistors. The Vth for each transistor is 
randomly drawn from a normal distribution with standard 
deviation sigma of 20mv. From the 32 nm technology files, 
the NMOS nominal Vth is 0.42252 V and the PMOS nomi-
nal Vth is -0.41174 V. All cells are firts written with all 0 
(1), powered down to VDD minimum for several seconds and 
then powered back up to nominal value again. The cells that 
observed to have flipped their initial value are selected as 

Fig. 6   Selection of strong cells 
based on data retention voltage
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the strong cells. In Table 1, the first column shows the VDD 
minimum value and the last column represents the number 
of cell have flipped their initial value. The fourth column 
presents the sum of biases Vth from the NMOS pair and 
PMOS pair. Observe from Table 1, that as the VDD mini-
mum value increases, the selected cell will be more biased 
because of the larger value of ∆NMOS + ∆PMOS. This simu-
lation result shows that the data retention VDD,Min voltage 
can allow us to calibrate the strength of the selected cells 
for PUF applications.

5 � Systematic Selection Method for Reliable 
SRAM PUFs

Our challenge is how to reliably select those reliable SRAM 
cell for PUF application. In this section, a systematic selec-
tion method for reliable SRAM PUF cells is proposed.

Recalling the discussion In Sect. 3, the power-up state 
of some SRAM cells may have different power-up values 
under quick and slow VDD ramp rates because of opposing 
inherent bias in the PMOS and NMOS transistors. Thus 
cells display conflicting power-up bias from the individual 
contributions of capacitive and MOSFETs imbalances. 
Recall the case 1 and 2 examples In Sect. 3. These cells 
are potentially unreliable cells for PUF application. In 
strong cells both the PMOS and NMOS transistors should 
display the same directional bias. Furthermore, In Sect. 4, 
we proposed exploiting data retention voltage to calibrate 
the strength of this bias in the SRAM cells. By combining 
these two properties, a systematic selection strategy can 
be developed for targeting virtually 100% reliable cells for 
PUF application.

Figure 6 shows our procedure of selecting reliable cells. 
A two-level selection process has been created. In the first 
level, individually, quick and slow VDD power on ramp rates 
will be applied to the SRAM array. Then the bitmaps of 
the SRAM array under these two power up ramp rates are 

collected. Next, a combined bitmap is created indicating 
where the two bitmaps agree, i.e. by the XNOR the bitmaps 
of the quick ramp and slow ramp. All the black bits in this 
bitmap represent potential reliable bits for our application. 
Data retention tests, which comprise the second-level in this 
test procedure, are next performed to calibrate the strength 
of the potentially reliable bits identified by the first level 
testing. In Fig. 6, the bitmaps 3 and 4 represent the cor-
responding bitmap after performing the data retention test 
by writing all 1 and all 0. The white dots represent potential 
strong 0 cells in bitmap 3 and black dots represent potential 
strong 1 in bitmap 4. In the bitmap 6 is the final bitmap pool 
for all potential reliable cells for PUF application (black dots 
in bitmap 6). The bitmap 6 is generated by checking whether 
black dots in bitmap 3 is still black in bitmap 5 and whether 
white dots in bitmap 4 is still black in bitmap 5. If the dots 
in bitmap 3 and 4 fulfill the condition, black dots will be 
placed in the same location in bitmap 6 and this represents 
this cell is a reliable cell for PUF application and the rest of 
the location will be put white dots.

Following manufacturing, we propose the application of 
the two level test to select candidate stable cells and develop 
the dark-bit mask. The specific PUF register size, for exam-
ple 128 bits or 256 bits, can be chosen from the dark-bit 
mask based on the application requirement. To maximize 
PUF response stability, the dark bits can be further rank 
ordered based on the VDD,Min voltage of the second level 
test to allow selection of the most stable bits for use in the 
PUF. The address information of selected cells can be stored 
in nonvolatile memory, for use in efficiently generating the 
PUF response.

6 � Silicon Results

In this section, we present and discuss silicon results for the 
power-up stability and reliability of SRAM cells that have 
been selected based our proposed method. We have con-
ducted experiments using commercial off-the-shelf (COTS) 
SRAM memories to demonstrate the effectiveness of our 
proposed approach. The chips are Microchip and 23K640I/
SN SPI Bus Low-Power Serial SRAM memories. The total 
memory capacities of both SRAM chips are 64 K bits. The 
power-up time of SRAM has been controlled by a function 
generator (TeKtronix AFG3952C) and this function gen-
erator can allow us to vary the power-up time from 7 ns to 
100 s.Due to the limitation of the power rail within the chip 
(with its large RC constant), the real internal power-up time 
at individual cells may be somewhat reduced in practice. 
However, in this silicon experiment, we set the power up 
time with 7 ns as our quick ramp by exploiting the function 
generator and this is the quickest ramp that we can generate 
in the lab.

Table 1   Simulation Results for Strong Cell Calibration and Selection

VDD,Min Avg
∆NMOS

Avg
∆PMOS

∆ NMOS + 
∆PMOS

No of
selected cells

0.14 0.044 0.042 0.086 356
0.15 0.048 0.046 0.094 253
0.16 0.051 0.049 0.101 198
0.17 0.054 0.055 0.109 139
0.18 0.059 0.060 0.120 93
0.19 0.066 0.068 0.135 51
0.2 0.066 0.075 0.141 34
0.21 0.074 0.083 0.157 17
0.22 0.079 0.083 0.163 7
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In first test, the SRAMs are powered up under extreme 
quick and slow ramps and corresponding bit-maps gener-
ated (see Fig. 7). The second level test is the data reten-
tion test. In this test, we exploit a DC source to provide 
the power for SRAM chip reading since no precise power 
up time require to be controlled in this test. The measured 
power-up time for this experiment is approximately a mil-
lisecond level. In the real world, the different chips may 
experience somewhat different ramps depend on the power 
rail loading. Here, different VDD,Min are employed for data 
retention testing to select and rank order the strongest cells 
in the array. The results from the two test levels are com-
bined as describe above. In this way, the selected cells can 
achieve very high reliability.

Figure 8 presents the different data retention voltage 
VDD,Min versus % of 1 s observed after powering up back 
to nominal VDD voltage. The x axis represents the VDD,Min 
which is the minimal voltage in the data retention test (see 
Sect. 4). From the plot, it can be observed that the number of 
cells that flip from the initial written value become fewer as 
the VDD,Min is raised. Thus the silicon experiments validate 
our results from simulation in Table 1.

In the next experiment, these cells will be powered up 
under different temperature and voltage to evaluate their reli-
ability in different environmental conditions.

Groups of SRAM cells selected using the stability test-
ing approach described earlier (for different VDD minimum) 
were tested for consistency of their power-up states under 
different temperature (25 °C 50 °C 85 °C). Three chips 
were heated using a ThermoSpot direct contact probe 
system (see experimental setup for accelerated aging in 
Fig. 9). This system is an industry standard benchtop tem-
perature cycling system, used for testing circuits over a 
wide range of temperatures. Table 2 presents the results 
of the reliability test for three different temperature for 
the three chips. The chips were powered up 1000 times 
at each temperature and the power-up value read out and 
recorded. To evaluate the reliability of the selected cells, 
the percentage (%) of unstable cells is calculated. This is 
defined as follows: number of unstable cells divided by 
number of selected cells. The number of unstable cells 
are those that show an inconsistent powerup value any-
time during the 1000 read-outs. Table 2 verifies in silicon 
that, as expected, cells that have been selected using larger 
VDD,Min show better reliability because the percentage (%) 
of unstable cells decrease as VDD,Min increases. Note that 
if the VDD,Min of 0.58 V (or higher) is employed during the 
data retention test, all the selected cells are stable for 1000 
power up cycles, and their use in a PUF will ensure very 
high reliability. Observe also, from comparing data for 85 
°C and the data for 50 °C, the percentage (%) of unstable 
cells at 85 °C is larger than that at 50 °C. This is because 
it is well known that higher temperature causes higher cell 
instability [28].

Groups of strong cells were similarly also selected to 
evaluate their stability for different supply voltage level 
(2.7 V 3.3 V 3.6 V). Table 3 shows the corresponding test 
results. All chips were again powered up 1000 times to test 
stability at the different operating voltages. The percent-
age (%) of unstable cells is again calculated for different 
groups of selected cells. In Table 3, also observe that the 

Random
selec�on

bits

Strong 1

Strong 0

Quick ramp

Mixed bitmap Darkbit mask (finial
stable bit pool)

Slow ramp
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percentage (%) of unstable cells reduces as VDD minimum 
keep increase. If the VDD minimum is 0.58 V, the corre-
sponding group of selected cells is 100% reliable.

Finally, the experiment was also repeated to study the 
impact of aging on the stability of the selected strong 
cells. Here we applied controlled random aging to the 
SRAM chips to mimic normal operation in the field. 
Random patterns were written into the SRAM, with the 
ratio of 40% 1 s and 60% 0 s. These random patterns 
are modified and updated periodically. After 2 weeks of 
this controlled random aging, the start-up value of each 
SRAM chip was read out 1000 times to check the reli-
ability of the selected cells. Table 4 shows the percentage 
(%) of unstable cells for selected cells after controlled 
random aging. The result again indicates the of unstable 
cells have been decreases as the VDD,Min increases. If the 
VDD minimum is 0.58 V, the selected groups of cells is 
100% stable and reliable.

Based on the reliability expriments presented for vary-
ing voltages, temperatures and aging, it has been shown 
that by selecting an appropriate VDD,Min voltage for stable 

cell strength selection, it is always possible to ensure 
desired reliability of an SRAM PUF. The trade-off is that 
while using a higher VDD,Min during cell selection yields 
more stable and reliable cells, there are fewer such cells 
in any given size of an SRAM array. This limits the reli-
ability of the PUF (with a given number of bits) that can 
be realized from any size of SRAM array.

Table 2   Evaluation of reliability of selected cells under temperature variation

VDD,Min Chip1 Chip2 Chip3

80 °C 50 °C 25 °C 80 °C 50 °C 25 °C 80 °C 50 °C 25 °C

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of 
unstable 
cells

0.53 5.01 4.40 4.30 5.71 5.45 5.43 5.13 4.36 4.31
0.54 2.91 2.71 2.71 4.81 4.33 4.33 3.21 3.17 3.12
0.55 1.29 1.28 1.28 4.32 4.08 4.01 1.60 1.58 1.55
0.56 0.46 0.46 0.46 0.95 0.88 0.88 0.61 0.60 0.58
0.57 0.12 0.12 0.12 0.13 0.13 0.13 0.15 0.15 0.15
0.58 0 0 0 0 0 0 0 0 0

Table 3   Evaluation of reliability of selected cells under voltage variation

VDD,Min Chip1 Chip2 Chip3

3.6 V 3.3 V 2.7 V 3.6 V 3.3 V 2.7 V 3.6 V 3.3 V 2.7 V

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of unstable 
cells

% of 
unstable 
cells

0.53 4.18 4.30 4.07 5.47 5.43 5.41 4.50 4.31 4.37
0.54 2.65 2.71 2.60 4.33 4.33 4.33 3.01 3.12 3.15
0.55 1.20 1.28 1.16 4.01 4.01 4.01 1.68 1.55 1.57
0.56 0.466 0.46 0.46 0.88 0.88 0.883 0.56 0.58 0.59
0.57 0.12 0.12 0.12 0.13 0.13 0.135 0.17 0.15 0.18
0.58 0 0 0 0 0 0 0 0 0

Table 4   Evaluation of reliability of selected cells under aging

VDD,Min Chip1 Chip2 Chip3
% of unstable cells % of unstable cells % of 

unstable 
cells

0.53 4.45 5.75 4.58
0.54 2.73 4.43 3.15
0.55 1.31 4.16 1.58
0.56 0.46 0.88 0.61
0.57 0.12 0.13 0.15
0.58 0 0 0
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7 � Conclusion

While SRAM arrays are particularly attractive for use as 
PUFs, errors in the PUF response due to instability caused 
by voltage, temperature, environmental noise, and degra-
dation due to aging is a challenge. In this paper we show 
for the first time that power-up states are also influenced 
by the power supply ramp rate at power-up, which can be 
yet another source of cell instability. To address the gen-
eral problem of instability in SRAM power-up states that 
can result in inconsistent responses from SRAM PUFs, we 
present an effective stable cell selection method to identify 
the cells in the SRAM that are strongly biased, and thereby 
resistant to circuit noise, voltage and temperature changes, 
and also aging. The data from the Silicon experiments pre-
sented here shows that the selected subsets of SRAM cells 
are highly reliable over temperature and voltage variations, 
with a bit error rate that can be brought down (BER) close 
to zero.
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