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We correct errors in step 6 of Algorithm 1 given in [1]. Other parts of the paper including numerical results are unchanged as the algorithm was implemented correctly.

Step 6 of Algorithm 1 in [1] appears as follows.
“Define soft thresholding scalar operator S(α, β) := (1 − β/|α|)α where (α)− := max(0, α). The diagonal m × m subblocks of W are updated as

\[
(W^{(j+1)})_{st} = \begin{cases} 
\left(\Omega^{(j+1)}\right)_{st} & \text{if } s = t \\
S(\left(\Omega^{(j+1)}\right)_{st}, \frac{\alpha}{\rho^{(t)}}) & \text{if } s \neq t 
\end{cases}
\]

j = 1, 2, . . . , p, s, t = 1, 2, . . . , m. The off-diagonal m × m subblocks of W are updated as (denote A = (Ω(j+1)(i−1) − (U(jk))(i)))

\[
(W^{(j+1)})_{st} = \begin{cases} 
\left(\Omega^{(j+1)}\right)_{st} & \text{if } s = t \\
S([A]_{st}, \frac{\alpha}{\rho^{(t)}}) \left(1 - \frac{(1-\alpha)\lambda}{\rho \|S([A]_{st}, \frac{\alpha}{\rho^{(t)}})\|_F} \right) & \text{if } s \neq t 
\end{cases}
\]

where S(A, α) denotes elementwise matrix soft thresholding, specified by [S(A, α)]_{st} := S([A]_{st}, α), and j ≠ k = 1, 2, . . . , p, s, t = 1, 2, . . . , m.”

The corrected step 6 is as follows.
“Set A(jk) = (Ω(jk)(i−1) + (U(jk))(i)). Define soft thresholding scalar operator S(α, β) := (1 − β/|α|)α where (α)− := max(0, α). The diagonal m × m subblocks of W are updated as

\[
(W^{(j+1)})_{st} = \begin{cases} 
\left(A^{(j+1)}\right)_{st} & \text{if } s = t \\
S([A]_{st}, \frac{\alpha}{\rho^{(t)}}) & \text{if } s \neq t 
\end{cases}
\]

j = 1, 2, . . . , p, s, t = 1, 2, . . . , m. The off-diagonal m × m subblocks of W are updated as

\[
(W^{(j+1)})_{st} = B \left(1 - \frac{(1-\alpha)\lambda}{\rho \|B\|_F} \right) + \frac{\rho}{2} \left(\Omega^{(i+1)} - W + U^{(i)}\right)_{jk}^2
\]

where m × m matrix B = S(A(jk), α, λ/ρ(t)), S(A, α) denotes elementwise matrix soft thresholding, specified by [S(A, α)]_{st} := S([A]_{st}, α), and j ≠ k = 1, 2, . . . , p.

The errors are related to update (b) of the ADMM algorithm discussed on p. 1774 (first column) of the paper. We now explain the corrections. We need to solve (W(jk)(i+1) ← arg min_{W(jk)} J_{bjk}(W(jk))) for subblock indexed by (j, k), where, for j = k,

\[
J_{bjj}(W(jj)) := \alpha \lambda \|W(jj)\|_1 + \frac{\rho}{2} \left(\Omega^{(i+1)} - W + U^{(i)}\right)_{jj}^2
\]

and for j ≠ k,

\[
J_{bjk}(W(jk)) := \alpha \lambda \|W(jk)\|_1 + (1 - \alpha)\lambda \|W(jk)\|_F + \frac{\rho}{2} \left(\Omega^{(i+1)} - W + U^{(i)}\right)_{jk}^2
\]

For j = k, the solution is the standard lasso solution given by the first equation in the corrected step 6, where in the original version, the error is in using Ω(jj) instead of A(jj) = (Ω(jj)(i−1) + (U(jj))(i)). For j ≠ k, we have sparse-group lasso, and following [2], [3] (see also [4]), the solution to minimization of J_{bjj}(W(jk)) w.r.t. m × m W(jk) is given by the second equation in the corrected step 6. In the original version of the paper, there are two errors: we incorrectly defined A = (Ω(jk)(i−1) + (U(jk))(i)) which should have been A = (Ω(jk)(i−1) + (U(jk))(i)) (we now denote this A as A(jk)), and the diagonal terms s = t of the off-diagonal m × m subblocks W(jk) were incorrectly taken to have no penalties. Only the diagonal terms s = t of the diagonal m × m subblocks W(jk) have no penalties (lasso or group-lasso).

We note that the other parts of the paper including numerical results are unchanged as the algorithm was implemented correctly (it was implemented and debugged well before the paper was written).
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