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Abstract—One of the crucial challenges in networked Unmanned Aerial Vehicles (UAVs) is to configure them to serve as aerial base stations (BSs) for collecting data from distributed Internet of Things (IoT) devices in a region devoid of backbone connectivity. To address this challenge, it is required to compute optimized trajectories of UAVs to collect data while considering the different activation patterns of IoT devices. We propose a scheme to optimize the trade-off between the number of covered IoT devices and the travel time of UAVs. The formulated cost minimization problem is the capacitated single depot vehicle routing problem (CSDVRP), which is NP-hard. We propose a solution scheme named Cost-Effective Data Aggregation for UAV-Enabled IoT Networks (CEDAN), which operates in four steps. First, it determines the optimized hovering locations (HLs) for UAVs. Subsequently, CEDAN determines the optimized route adopting Christofides’s approximation algorithm for Travelling Salesman Problem (TSP). Further, a split function produces the optimized trajectories for all UAVs. Finally, a route adjustment algorithm applies the cost function and rearranges the order of visiting each HL. Extensive simulation results depict that the CEDAN outperforms than Clarke-Wright (CW) savings heuristics, CEDAN without route adjustment (CWRA), and Zhan et al., respectively.
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1 INTRODUCTION

Recently, multi-UAV networks draw attention in terms of aerial BS for several applications areas such as cellular network coverage [1], temporary communications at the disaster area, civilian applications [2], and IoT applications [3], [4], [5]. UAVs are especially useful when there is a lack of infrastructure-based communications or a high probability of communication void. On the other hand, we live in the Internet of Things (IoT) era. The term “Things” represents every sort of sensor or device which are connected to the Internet, including smart environmental monitoring devices, intelligent parking devices, smart grocery tracking sensors, smart home automation systems, and many more [6]. These IoT devices are easy to deploy and low in cost [7]. Therefore, the increasing number of connected devices incurs communication challenges in the limited traditional terrestrial network area. This work explores multiple UAVs in terms of aerial BSs to collect the data from such IoT devices with the flight time constraint. Specially, we determine the optimized trajectories of UAVs to cover the maximum number of IoT devices and minimize the overall travel costs of UAVs. The cost of travel is associated with the travel time of UAVs and the existing active IoT devices at the target locations.

1.1 Motivation

UAVs exhibit immense potential as aerial BSs [8], [9], [10]. Notably, they are useful in emergency communication, limited terrestrial communication, and dense areas where high-rise constructions block traditional cellular communication. UAVs can fly up to a limited altitude, typically in the order of a few tens of meters, and establish strong line-of-sight (LoS) downlink and uplink communications [9]. Therefore, the communication link develops secure and reliable communication with the ground devices [3], [9]. On the other hand, the cost of the UAV is low compared to the terrestrial communication system.

In this work, we study the usage of multiple UAVs to provide aerial communication systems to IoT applications. These UAVs establish secure LoS communication and fly towards the IoT devices to construct a reliable and secure connection [4], [11] to collect the data. Additionally, the communication approach is appropriate for IoT devices as IoT devices are unable to communicate data via long-distance for limited energy [3].

Existing works explore the use of multiple UAVs in IoT applications for data collection. Some of the recent works propose the selection scheme of UAVs [12], the determination of energy-efficient UAV trajectory, the energy optimization of IoT devices [13] to collect the data, minimization of...
data collection time considering imperfect CSI [14], minimization of AoI to collect the data from IoT devices [15], [16], and maximization of data rates between UAV-BS and user equipment (UE) [17]. On the other hand, few of the current works explore optimal deployment of UAVs [3], determination of optimal trajectory [4], and assignment schemes for IoT devices [18]. However, IoT devices are distributed over a large area and follow different activation patterns [3]. For example, smart temperature monitoring devices transmit data periodically. However, a traffic congestion control IoT device transmits the data when congestion exceeds a threshold point. Therefore, there is a requirement to group distributed IoT devices based on their geographic locations and analyze the activation patterns before deploying UAVs to collect data. Additionally, the optimized trajectories of UAVs are required to cover the maximum active IoT devices. We address these challenges in this paper. Hence, we introduce a scheme, CEDAN, to cover the maximum number of IoT devices and minimize the total travel time of UAVs. Precisely, we aim to establish a fair trade-off between the number of covered IoT devices and the total travel time of UAVs.

1.2 Contribution

We attempt to address three aspects: (a) creating groups of the IoT devices based on their locations and finding optimized hovering locations (HLs) for UAVs to collect the data from IoT devices, (b) designing cost of travel for UAVs considering the limited flight time of UAVs and the activation pattern of IoT devices, and (c) finding an optimized trajectory for each UAV to cover the maximum number of IoT devices, while minimizing the total travel cost for UAVs. To attain these aspects, we introduce CEDAN. The summary of the contributions is described below.

- We propose a scheme CEDAN to maximize the number of IoT devices, while minimizing the travel time. We design a cost function considering activation pattern [3] of IoT devices and travel time of UAVs.
- We formulate a minimization problem to minimize the total travel cost. The formulated cost minimization problem is known as CSDVRP, which is NP-hard [19]. Additionally, the feasible solution set of the problem is non-convex due to the presence of a boolean variable [20].
- In order to get the solution to the formulated objective, first, we create the cluster of IoT devices and determine the optimized HLs in line with the work reported by Bera et al. [21]. Next, we define the cost of travel for UAVs. Further, we propose an algorithm for CEDAN. The algorithm solves the formulated CSDVRP problem adopting Christofides's [22] approximation algorithm for TSP. Finally, route adjustment algorithm changes the sequence of visiting the HLs for UAVs applying cost function to increase the number of covered IoT devices while minimizing the travel time of UAVs.
- Extensive simulation results describe that CEDAN outperforms the benchmark solutions. Especially, the reliability of the system improves by 43.86%, 50.46%, and 47.82% higher than CW, CWRA, and Zhan et al., respectively.

2 RELATED WORK

Most of the existing works for UAV-enabled data aggregation schemes for IoT devices primarily focused on the energy optimization and optimized deployment of UAVs. In this section, we discuss these two aspects of the existing literature and the gap of the existing research.

2.1 Energy Optimization

Yan et al. [12] addressed the selection of BSs and access to bandwidth for UAVs in IoT communication platform. They adopted evolutionary game theory for selecting the BS and Stackelberg game for allocating the BS bandwidth. Motlagh et al. [23] proposed a robust system orchestrator to manage multiple UAVs, which have on-board multiple IoT devices to handle IoT events. They offered an energy-aware scheme to minimize the energy consumption, a delay-aware scheme to reduce the operational time, and a scheme to optimize the trade-off between energy consumption and operational time of UAVs. Lin et al. [24] addressed a trade-off between system throughput and energy efficiency of IoT devices while UAVs collect the data from IoT devices. They proposed a scheme employing two switching modes of the system as “system-efficiency mode” and “energy-efficiency mode” to enhance the performance of the system. Zhan et al. [13] proposed a scheme to minimize the maximum energy consumption of rotary-wing UAV during data collection from IoT devices. They jointly optimized the transmit power for IoT devices, the trajectory of UAV, and scheduling of the communication. However, the entire scheme was designed for a single UAV system. Sun et al. [15] emphasized an energy-aware data collection scheme by minimizing the cumulative sum of AoI, transmission energy of IoT devices, and propulsion energy of UAV. Sikiridis et al. [25] proposed a framework where IoT devices for public safety networks (PSN) harvests energy from UAV through wireless power communication. Additionally, they introduced utility-based non-orthogonal multiple access (NOMA) transmission power allocation among the IoT devices.

2.2 UAV Deployment

Mozaffari et al. [3] investigated an efficient deployment of multiple UAVs to collect data from IoT devices. Authors aimed to optimize the UAV-IoT devices association, uplink communication from IoT devices to UAVs, and 3D placement of multiple UAVs to collect the data from IoT devices. Samir et al. [11] aimed to off-load traffic from the traditional network using UAVs to collect data from time-constrained IoT devices. They jointly optimized UAV trajectory and channel allocation to achieve the goal. Bushnaq et al. [4] focused on field estimation and data aggregation for IoT devices using UAVs. Especially, they proposed a scheme to minimize the total travel time of a UAV while collecting data from IoT devices. Li et al. [18] proposed a joint UAV configuration and IoT node assignment scheme. Notably, they considered long term seamless coverage for IoT devices using UAVs. Especially, they proposed a scheme to minimize the total travel time of a UAV while collecting data from IoT devices. They jointly optimized UAV trajectory and channel allocation to achieve the goal.
restricted to a single UAV system. It is difficult for a single UAV system to cover a large area due to its limited flight time and resources. Zhong et al. [17] described a framework where UAVs act as flying BSs in order to maximize the data rates of moving ground UE. Specifically, the authors focused on adjusting the location of UAVs using a deep Q-network to maximize the data rate. However, the analysis to cover a maximum number of devices over a wide area is out of the scope of this work. Tong et al. [16] optimized the UAV trajectory in order to collect the data from IoT devices. Specifically, they focused on the minimization of packet loss from IoT devices. However, the work is limited to a single UAV system. Additionally, the analysis to cover the maximum number of IoT devices of a large distributed IoT network scenario was not considered in this work.

Synthesis: Existing solutions aim to optimize trajectories of UAVs, minimize the energy for the uplink transmission from IoT devices to UAVs, minimize the total travel time of UAVs, and efficient deployment of UAVs for collecting data from IoT devices. However, none of the existing works attempt to increase the total number of covered IoT devices considering the limited flight time of UAVs and activation pattern of IoT devices. Especially, there is a requirement to optimize a trade-off between the number of covered IoT devices and the travel cost of UAVs, while considering the activation pattern of IoT devices. Therefore, there is a requirement to optimize trajectories and travel cost of UAVs, while considering the activation pattern of IoT devices. Additionally, there is a requirement to maximize the total number of covered IoT devices while minimizing the total travel costs of UAVs.

3 System Model

We consider that multiple UAVs are deployed in a geographical area to collect data from IoT devices for a time slot \(T\). A set \(I = \{a_1, a_2, a_3, \ldots, a_M\}\) consists of \(M\) IoT devices that are deployed in a geographical area to monitor the condition of the environment, smart waste management, and smart street light management [3], [4], [11]. On the other hand, a set \(U = \{u_1, u_2, u_3, \ldots, u_N\}\) of \(N\) UAVs are deployed to collect and transfer data from IoT devices to BS. We assume that UAVs have object detection and collision avoidance ability to have a safe flight for simplicity of this work. Fig. 1 shows the architecture of the proposed work. First, UAVs receive instructions from the BS for the target trajectories. A single trajectory comprises multiple HLs, where a UAV hovers and collects the data from IoT devices during its flight. A set \(Z = \{z_1, z_2, z_3, \ldots, z_L\}\) of \(L\) such HLs.

We consider that the number of HLs is more than the number of deployed UAVs. Therefore, there is a requirement to find out the optimized value of \(N\) to cover the HLs. Next, each UAV visits the respective HLs to collect and send the data from IoT devices to BS. Finally, all UAVs return to the central charging station (CCS) for charging, as shown in Fig. 1. Determining trajectory and \(z_i\) for each UAV is crucial as a UAV requires covering the maximum number of IoT devices during its flight. We discuss the determination of trajectories and \(Z\) later in this paper. Therefore, the total travel time of a UAV is divided into two parts — a) time to travel and b) time to hover. We assume that \(t_{j}^{\text{tra}} (z_i, z_e)\) represents the travel time between \(z_i\) and \(z_e\) \((z_i, z_e \in Z)\), and \(t_{j}^{\text{hov}} (z_e)\) represents the hovering time at \(z_e\) of a \(u_j\) for a time slot \(T\). Also, there exists a requirement to create clusters of IoT devices as they are distributed over an area. We assume that \(A_k\) represents a cluster. Therefore, HLS are associated with the clusters, as UAVs collect data from IoT devices at these locations. Additionally, we assume that each UAV has a maximum flight time of \(t_{\text{max}}\). Further, IoT devices establish a connection with UAVs through wireless links. On the other hand, UAVs are connected with the BS using the licensed cellular band. Additionally, we adopt a time division multiple access (TDMA) scheme for IoT devices to transfer the data to an associated UAV. For simplicity, we consider that IoT devices are static, and average speed of each UAV is \(v_{\text{avg}}\). The location of each IoT device and each UAV at time instant \(t, t \in [0, T]\) are represented as \(l_i^t = [x_i^t, y_i^t]\) and \(l_j^t(t) = [x_j^t(t), y_j^t(t), h_j^t(t)]\), respectively. We assume that each UAV maintains a considerable height \((h_j^{\text{min}} \leq h_j^t(t) \leq h_j^{\text{max}})\) that avoids all the obstacles and able to produce a strong line-of-sight connection. Additionally, BS executes the process of determining the trajectories of UAVs and estimating the number of active IoT devices.

3.1 Activation Model of IoT Devices

Based on the application, the activation patterns are different for IoT devices. For example, IoT devices follow a periodic activation model in the case of environmental monitoring, home automation system, and smart grid system [3]. On the other hand, some applications such as intelligent traffic congestion control, smart fire sensing system, and smart health monitoring follow the random activation model [3]. These IoT devices are distributed over an area and follow different activation models. Therefore, there is a requirement for a proper analysis of activation patterns of such IoT devices so that the deployed UAVs can cover the maximum number of active IoT devices. Hence, analysis of the activation model of IoT devices is crucial before deploying the UAVs to the specified area for collecting the data. In line with the work in [3], we adopt two activation models for IoT devices — a) periodic activation, and b) random activation.

In periodic activation such as the environmental monitoring system and smart meter, we assume that the activation pattern is known to the BS in advance, as described in [3]. The BS has the prior information that an IoT device \(a_i\) is active each \(\delta_i\) seconds for \(T\). Therefore, we determine the number of activation of \(a_i\) in a time slot \(T\) as \(\sum_{t=1}^{T/\delta_i} 1\).

In the random activation model, the IoT devices are activated randomly. The IoT devices are active for a short period and create bursty traffic [3]. As described in the 3rd...
generation partnership project (3GPP) [26], and the work in [3], we adopt the beta distribution for the random activation model for $a_i$. The probability density function of beta distribution for $a_i$ being active at a time instant $t$ ($t \in [0, T]$) is expressed as [3], [26]:

$$F(t) = \frac{(T - t)^{\alpha - 1} \Gamma(\alpha, \beta)}{T^\alpha \Gamma(\alpha, \beta)} B(\alpha, \beta),$$

where $\alpha$ and $\beta$ are the shape parameters, $\alpha, \beta \geq 0$, and $B(\alpha, \beta) = \int_0^1 x^{\alpha - 1} (1 - x)^{\beta - 1} dx$ represents the beta function using the shape parameters $\alpha$ and $\beta$. The BS estimates the number of active devices for a time slot based on the activation patterns. This information is crucial before deploying the UAVs to a specific area. This is because the proposed work aims to cover maximum active IoT devices while minimizing the travel cost of UAVs.

### 3.2 IoT-UAV Communication Model

UAVs act as flying BSs. Therefore, the probability of LoS signal between $a_i$ and $u_j$ is higher than non-LoS (NLoS) signal. The LoS signal probability is expressed as [8], [9]:

$$P_{ij}^{\text{LoS}} = \left(1 + \chi \exp(-\gamma |\theta_{ij} - \chi)\right)^{-1},$$

where $\chi$ and $\gamma$ are the constant values that depend on the environmental condition (urban, rural, dense urban, and other areas), $\theta_{ij}$ represents elevation angle between $a_i$ and $u_j$. Additionally, $\theta_{ij} = (180/\pi)\sin^{-1}(h_i^y(t)/d_{ij})$, where $d_{ij} = \sqrt{(x_i^x(t) - x_j^x)^2 + (y_i^y(t) - y_j^y)^2 + (h_i^y(t) + h_j^y)^2}$ denotes the distance between $a_i$ and $u_j$. Also, the probability for NLoS link is $P_{ij}^{\text{NLoS}} = 1 - P_{ij}^{\text{LoS}}$. In line with the existing literature (e.g., [8], [9]), the path loss for LoS and NLoS signal between $a_i$ and $u_j$ is expressed as:

$$P_{ij}^{\text{LoS}} = \eta_{\text{LoS}}(K_0d_{ij})^\gamma,$$

$$P_{ij}^{\text{NLoS}} = \eta_{\text{NLoS}}(K_0d_{ij})^\gamma,$$

where $K_0 = (4\pi f_c)/c$, $f_c$ represents the carrier frequency, $c$ denotes the speed of light, $\eta$ represents the path loss exponent, and $\eta_{\text{LoS}}$ and $\eta_{\text{NLoS}}$ are the attenuation factor for LoS and NLoS connections, respectively. We compute the approximate path loss depending on the LoS and NLoS connections between $a_i$ and $u_j$ as:

$$\overline{PL}_{ij} = \left[(P_{ij}^{\text{LoS}} P_{ij}^{\text{LoS}}) + (P_{ij}^{\text{NLoS}} P_{ij}^{\text{NLoS}})\right] = [A_0 P_{ij}^{\text{LoS}} + \eta_{\text{NLoS}}(K_0d_{ij})^\gamma],$$

where $A_0 = \eta_{\text{LoS}} - \eta_{\text{NLoS}}$. Therefore, the average channel gain between $u_j$ and $a_i$ at time instant $t$ is $G_{ij}(t) = [A_0 P_{ij}^{\text{LoS}} + \eta_{\text{NLoS}}(K_0d_{ij})^\gamma]$. We assume that the transmit power of $a_i$ at time instant $t$ is $P_i(t)$, where $0 < P_i(t) < P_{\text{max}}$ and $P_{\text{max}}$ denotes the maximum allowable transmit power for a IoT device. As mentioned earlier, a UAV employ the TDMA to collect the data from IoT devices. Therefore, we neglect the intra-cluster interference. However, there exist inter-cluster interference due to other UAVs. Hence, the signal-to-interference-plus-noise-ratio (SINR) between $u_j$ and $a_i$ at time instant $t$ is expressed as:

$$\Gamma_{ij}(t) = \frac{P_i(t)G_{ij}(t)}{\sum_{q=1,q\neq j}^{N} P_q(t)G_{qj}(t) + \sigma^2},$$

where $\sigma^2$ denotes the variance of Gaussian noise. Finally, the approximated data transfer rate between $a_i$ and $u_j$ at time instant $t$ using Shannon’s theorem is expressed as:

$$\zeta_{ij}(t) = \log_2[1 + \Gamma_{ij}(t)],$$

where $B$ represents the channel bandwidth.

### 3.3 Analysis of the Cost Function

There is a cost associated with the travel of each $u_j$. In this work, we praise on the two aspects — a) traveling cost of UAVs, and b) total number of IoT devices covered by all the UAVs. Therefore, we model associated travel cost between $z_{e'}$ and $z_e$ for a $u_j$ based on travel time and number of active devices that are ready to transfer the data to the $u_j$ at $z_e$. We assume that $u_j$ moves from $z_{e'}$ to $z_e$ from time instant $t_{n-1}$ to $t_n$, $t_{n-1}, t_n \in [0, T]$, i.e., $u_j$ moves from $A_{e'}$ to $A_{e}$. As discussed in Section 3.1, we consider the periodic and random activation model for $a_i$. Therefore, each $A_e$ consists of a bunch of IoT devices that follow either a random or periodic activation model. Let us assume that a $A_e$ consists of $Y_{\text{per}}$ number of IoT devices that follow the periodic activation model. Therefore, $A_e$ consists of $(Y_{\text{per}} - |A_e|)Y_{\text{per}}$ number of IoT devices that follow random activation model. Therefore we express the cost function between $z_{e'}$ and $z_e$ for $u_j$ as:

$$C_j(z_{e'}, z_e) = \left[Y_j^2(t_n)\left(1 - \frac{t_{\text{tra}}(z_{e'}, z_e)}{t_{\text{max}}}\right)\right]^{-1},$$

where $Y_j^2(t_n) = \sum_{i=1}^{Y_{\text{per}}} \phi_i^\text{per}(t_n) + \sum_{i=1}^{Y_{\text{rand}}} \phi_i^\text{rand}(t_n)$. $\phi_i^\text{per}(t_n)$ and $\phi_i^\text{rand}(t_n)$ are two boolean variables associated with IoT devices which follow periodic and random activation model, respectively. These two boolean variables are expressed as:

$$\phi_i^\text{per}(t_n) = \begin{cases} 1, & \text{if } a_i \text{ is active at } t_n, \\ 0, & \text{otherwise,} \end{cases}$$

$$\phi_i^\text{rand}(t_n) = \begin{cases} 1, & \text{if } F(t_n) \geq F_{th}, \\ 0, & \text{otherwise,} \end{cases}$$

where $F_{th}$ denotes a predefined threshold. The value of $F_{th}$ may vary with the applications and decides by the BS administrator. Additionally, movement of $u_j$ can be adjusted such a way that $d_i$ for periodic activation time of IoT devices syncs with $t_n$. On the other hand, Equation (7) has two primary variables. First, $Y_j^2(t_n) = \sum_{i=1}^{Y_{\text{per}}} \phi_i^\text{per}(t_n) + \sum_{i=1}^{Y_{\text{rand}}} \phi_i^\text{rand}(t_n)$ denotes estimated number of active IoT devices at time instant $t_n$ in $A_e$. Second, $t_{\text{tra}}(z_{e'}, z_e)$ is the travel time for $u_j$ from $z_{e'}$ to $z_e$. $C_j(z_{e'}, z_e)$ can be reduced if we increase the value of $Y_j^2(t_n)$ and reduce the value of $t_{\text{tra}}(z_{e'}, z_e)$, as described in Equation (7) that. Hence, the minimization of the cost function leads to an optimized trade-off between the number of covered IoT devices and travel time of UAVs.

### 3.4 Analysis of Total Travel Time

The total travel time of each UAV consists of the time to hover at associated HLs to collect the data and time from
traveling between HLs. Therefore, the total travel time of $u_j$ for $T$ is expressed as:

$$t_j^\text{tot} = \sum_{z_c, z_c' \in Z} \psi(z_c', z_c) \left[ t_j^\text{tra}(z_c, z_c') + t_j^\text{mov}(z_c) \right] + T_j,$$  

(10)

where the value of boolean variable $\psi(z_c', z_c) \in \{0, 1\}$ is 1, if a UAV selects a path between $z_c$ and $z_c'$. Otherwise, $\psi(z_c', z_c) = 0$. A UAV hovers at $z_c$ when $\psi(z_c, z_c) = 1$. Additionally, $T_j \geq 0$ is expressed as $T_j = T_j^1 + T_j^2 + T_j^3$, where $T_j^1$ represents the required travel time of $u_j$ from CCS to the first HL, $T_j^2$ denotes the hovering time at the first HL, and $T_j^3$ represents required travel time from the last HL to CCS. The time to hover at location $z_c$ is expressed as:

$$t_j^\text{hov}(z_c) = \sum_{i=1}^{y_{i}^\text{per}} \phi_{i}^\text{per} \left( \frac{s_i}{z_{i}(t)} \right) + \sum_{i=1}^{y_{i}^\text{end}} \phi_{i}^\text{end} \left( \frac{s_i}{z_{i}(t)} \right),$$  

(11)

where $s_i$ denotes the the size of the data to be transferred from $a_i$. Also, $t_j^\text{tra}(z_c', z_c)$ is expressed as:

$$t_j^\text{tra}(z_c', z_c) = \frac{D(z_c', z_c)}{v_{\text{avg}}},$$  

(12)

where $D(z_c', z_c)$ represents the horizontal distance between $z_c'$ and $z_c$.

### 3.5 Problem Formulation

This work aims to cover the maximum number of IoT devices while minimizing the overall travel time of UAVs. Therefore, we investigate a solution to establish a trade-off between these two objectives. The cost function comprises the travel time of $u_j$ from $z_c$ to $z_c'$ and the estimated number of active IoT devices once the $u_j$ reaches to $z_c$, as discussed in Section 3.3. Therefore, we formulate a minimization problem as:

**P1:** minimize 
$$\sum_{j=1}^{N} \sum_{z_c, z_c' \in Z} \psi(z_c', z_c) C_j(z_c', z_c),$$  

subject to 
$$t_j^\text{tot} \leq t_{\text{max}}, \forall j \in [1, N],$$  

(13b)

$$\sum_{i=1}^{L} \psi(z_c, z_c) = 1,$$  

(13c)

$$\sum_{i=1}^{L} \psi(z_c', z_c) = 1,$$  

(13d)

$$0 \leq P_v(t) < P_{\text{max}}, \forall i \in [1, M],$$  

(13e)

$$\varphi_{z_c} - \varphi_{z_c} + N \psi(z_c', z_c) \leq N - 1,$$  

(13f)

$$2 \leq z_c \neq z_c \leq N$$  

(13g)

where $N$ represents the number of UAVs, $l_{ij}^v(t)$ denotes the location coordinate of $u_j$ at time instant $t$, and the boolean variable $\psi(z_c', z_c) \in \{0, 1\}$ is 1, if a UAV selects a path between $z_c'$ and $z_c$. Otherwise, $\psi(z_c', z_c) = 0$. Equation (13b) represents the capacity constraints in terms of flight time for $u_j$, $\forall u_j \in U$. Further, Equations (13c) and (13d) ensure that there exists only one departure and one arrival of a $u_j$ at each HL, respectively. Equation (13e) represents transmit power constraint of each $a_i$. Finally, Equations (13f) and (13g) eliminates all sub-routes and ensure the unique routes for all UAVs. The Equations (13f) and (13g) are known as Miller-Tucker-Zemlin equation [4], [27].

### 4 Problem Analysis and Solution Approach

#### 4.1 Analysis of P1

The objective of CSDVRP proposed by Dantzig in 1959 [28] is to minimize the total cost such that: a) multiple vehicles start from a single depot and end at the same depot, b) the location of each customer is visited once, and c) the capacity and distance constraints of all the vehicles are preserved. Additionally, the CSDVRP problem is a generalized version of TSP with capacity constraints of vehicles, as it consists of multiple TSPs [28]. On the other hand, in problem P1, Equations (13c) and (13d) ensure that there exists a single departure from each HL, and each HL is visited once, respectively. The Miller-Tucker-Zemlin [4], [27] formulation as described in Equations (13f) and (13g) ensure unique trajectories of all UAVs and eliminate all sub-routes. The objective of P1 is to minimize the total cost. Additionally, Equation (13b) represents capacity constraint in terms of flight time of each $u_j$. Therefore, we conclude that problem P1 is a CSDVRP problem [28]. The time complexity of VRP and TSP is NP-hard, which is proved by Karp in 1972 [19]. Hence, problem P1 is NP-hard. Additionally, feasible solution sets for P1 is non-convex due to the presence of the boolean variable [20].

It is a challenging task to solve an NP-hard problem. Existing commercial solvers such as CPLEX, Google Or-Tools, and Gurobi can solve the CSDVRP problem. However, existing solvers do not consider the activation pattern of IoT devices. Therefore, these solvers are not suitable to optimize the trade-off between the total number of covered IoT devices and the travel time of UAVs. Hence, we adopt a heuristic approach to address P1. First, we determine the optimal HLs for UAVs, as IoT devices are distributed over a specified area. After that, we construct a solution that helps to minimize the cost of problem P1. Hence, the total number of covered IoT devices by all UAVs increases.

#### 4.2 Hovering Location Selection

IoT devices are distributed over a geographical area. Therefore, there is a requirement to create clusters based on their geographic coordinates before deploying UAVs for collecting data. Additionally, we determine a suitable HL for each cluster, considering the power constraint of each $a_i$. We can conclude from the Equations (3) and (5) that the transmit power of each $a_i$ primarily depends on $d_{ij}$. Therefore, the minimization of total distances from UAVs helps to find appropriate HLs and leads to the solution of P1. Hence, P2 refers to determining the optimal HLs, an initial solution step for problem P1 (as discussed in Section 4.4). Therefore, we can write a minimization problem to find the optimized location of each $z_c$ as:

**P2:** minimize 
$$\sum_{m=1}^{M} d_{jm},$$  

subject to 
$$x_j^\text{min} \leq x_{ij}^v(t) \leq x_j^\text{max},$$  

(14)

$$y_j^\text{min} \leq y_{ij}^v(t) \leq y_j^\text{max},$$  

(15)

$$h_j^\text{min} \leq h_{ij}^v(t) \leq h_j^\text{max},$$  

(16)
We previously solved a similar problem as P2 in [21]. In line with [21], we create the cluster applying the K-means algorithm. The centroid of each cluster is the HL for each UAV with a height of \( h_j'(t) \). This is due to the fact that K-mean algorithm ensures the sum of the distances from all IoT devices to the centroid of each cluster is minimum [21]. Therefore, we have the optimal 2D coordinates of each \( z_i \) as \([x'_i, y'_i]\) using the K-means clustering, as described in [21].

**Algorithm 1. Algorithm for Finding Optimized Routes**

**INPUTS:**
1: \( G, Z, t_{\text{max}}, I, U, C \)

**OUTPUT:**
1: \( G' \)

**PROCEDURE:**
1: function CHRISTOFIDES\((G, C)\)
   1) Construct minimum spanning tree \( T_{\text{MST}} \) from \( G \)
   2) Determine the set of odd degree vertices \( O \) from \( T_{\text{MST}} \)
   3) Find minimum-weight perfect matching using \( O \)
   4) Connect the edges of \( T_{\text{MST}} \) and \( O \) and create a Eulerian circuit \( G_{\text{EULER}} \)
   5) Finally, create a Hamiltonian circuit \( G_H \) by removing the duplicate vertices from \( G_{\text{EULER}} \)
   2: return \( G_H \)
3: end Function
4: function SPLIT\((G_H, C)\)
5: Split \( G_H \) into multiple sub routes \( (R_j) \) such that:
   1) start and end point of each \( R_j \) is CCS
   2) \( t(R_j) \leq t_{\text{max}} = \sum_{z_i \in R_j, z_i \neq CCS} t_{\text{hoc}}(z_i) \) or \( t(R_j) \) is the total travel time for \( R_j \)
   3) a vertex is a member of only one sub route except the CCS
6: \( N=\) total number of sub routes
7: \( G' \leftarrow (R_j, u_j), \forall j \in [1 - N] \)
8: return \( G' \)
9: end Function
10: Call CHRISTOFIDES\((G, C)\)
11: Call SPLIT\((G_H, C)\)
12: return \( G' \)

**Algorithm 2. Algorithm for Route Adjustment**

**INPUTS:**
1: \( G', N \)

**OUTPUT:**
2: \( G_{\text{final}} \)

**PROCEDURE:**
1: function RADJUSTMENT\((G', N)\)
2: Create the cost for all the edges that are exist in \( G' \) using Equation (7).
3: for all \( R_j \in G' \) do
4: Visited = NULL.
5: Starting from CCS. Mark it as Source.
   Visited = \{Visited, Source\}.
6: Find the nearest vertex which has minimum cost from the Source and unvisited vertex.
7: Make the nearest vertex as Source and mark it as visited.
8: If all the vertices of the route is visited then exit.
   Otherwise, go to step 6.
9: Update the route in \( G' \) with the help of Visited.
10: end for
11: return \( G_{\text{final}} = G' \)
12: end Function

### 4.3 Proposed Algorithm

#### 4.3.1 Finding Optimized Routes

We strive to determine the optimized routes to cover IoT devices using multiple UAVs. We follow two steps before searching for the optimized routes. These steps are—\(a)\) determining the set of HLS for UAVs and clusters of IoT devices, and \(b)\) finding the optimized coordinate for each HL. We already discussed the process for \(a)\) and \(b)\) in Section 4.2. Next, we search the optimized number of UAVs and their trajectories to cover the maximum number of IoT devices while minimizing travel time. To achieve the goal, first, we propose a search algorithm based on Christofides’s approximation algorithm [22] to find the optimized routes. We consider a weighted complete connected graph \( G = (V, E) \), where \( V \) represents the set of vertices and expresses as \( V = Z \cup \{CCS\} \), \( E \) represents the set of all the edges, and the weight of edges is the travel time of a route between two vertices. \( C \) represents the adjacent cost matrix for all the edges.

Algorithm 1 incorporates Christofides’s approximation algorithm [22] to find the optimized routes for UAVs. In Algorithm 1, the function CHRISTOFIDES\((G, C)\) is based on Christofides’s [22] approximation solution for TSP. This function provides the best possible route \( G_H \) using minimum spanning tree, perfect matching, Euler circuit, and Hamiltonian circuit of graph theory, as described in Algorithm 1. We adopt Christofides’s approximation algorithm because it ensures that the performance ratio with the optimal solution is no longer than 1.5 [22], which is one of the best among the existing constructive heuristic solutions of TSP [29]. Next, SPLIT\((G_H, C)\) function splits the \( G_H \) such that the multiple optimized routes are determined considering the flight time constraints of each UAV. Finally, the Algorithm 1 returns the optimized routes and assigned UAV mapping \( (G') \). It is noteworthy that we determine the optimized number of UAVs that are required to cover the specified area from Algorithm 1. On the other hand, we generate the best possible routes and optimized number of UAVs based on the travel time using Algorithm 1. However, we aim to maximize the number of covered IoT devices and minimize minimum travel time. Therefore, we propose an algorithm to rearrange each route using the cost function as described in Equation (7). The route adjustment algorithm provides a fair trade-off between the number of covered IoT devices and the travel time of UAVs, i.e., the objective of P1.

#### 4.3.2 Complexity and Numerical Example of Algorithm 1

Initially, Algorithm 1 adopts Christofides’s approximation to generate the Hamiltonian circuit \( G_H \) (see Algorithm 1). Then, it calls a Split function to generate multiple routes for the UAVs. As described and proved in [22], in a worst-case scenario, Christofides’s approximation algorithm solves the TSP in polynomial time, which is \( O(|Z|^3) \) [22]. On the other hand, the SPLIT starts from the starting location and considers each location from the \( G_H \) list sequentially. However, it continuously checks if the next location is added to the current list. Then, it evaluates if the UAV can reach from the next location to the start location or not, considering the...
remaining flight time. If yes, then it adds the next location to the current list. Otherwise, it creates a new route starting from the start location. This process continues until it considers all the locations from \( G \). Therefore, the time complexity of the SPLIT function is \( O(|Z|) \). Next, we describe the Algorithm 1 with a numerical example as shown in Fig. 2. Suppose, the Christofides’s approximation of Algorithm 1 generates a \( G_N \) for a specific instance as shown in Fig. 2a. The weight of the edges represent the travel time, and the value at the node (in red colour) represents the hovering time in Fig. 2a. Additionally, the flight time constraint for this example is 45. Therefore, the Algorithm 1 calls the SPLIT function to generate an optimal number of routes, which is 3 in this example (see Fig. 2b), considering the flight time constraint of each UAV. Hence, the optimal routes for this example case is \{CCS \rightarrow 1 \rightarrow 2 \rightarrow CCS\}, \{CCS \rightarrow 3 \rightarrow 4 \rightarrow CCS\}, \{CCS \rightarrow 5 \rightarrow CCS\}, as shown in Fig. 2b.

4.3.3 Route Adjustment
Algorithm 2 rearranges the routes using the cost function as described in Equation (7). Function RADJUSTMENT(\( G' \), N) adopts a greedy approach to rearrange the routes. For each route, the algorithm starts from CCS. First, it marks all the vertices as unvisited. Thereafter, it makes the vertex as the current vertex and marks it as visited. Then it searches the nearest vertex, which has the minimum cost to visit among the unvisited vertices. Next, it marks the nearest vertex as current and visited. The loop continues until all the vertex are visited for all the routes. Finally, it returns the updated routes.

4.3.4 Time Complexity and Numerical Example of Algorithm 2
Algorithm 2 executes the search for each route and each route executes search operation \(|R_j|(|R_j|-1)| \times \sum_{j=1}^N |R_j|(|R_j|-1)\) times. Therefore, the total number executions is for \( \sum_{j=1}^N |R_j|(|R_j|-1) \times 3 \) times. Hence, the time complexity of the Algorithm 2 is \( O(|Z|^3) \). On the other hand, we continue the same example that we described in Section 4.3.2. In this example, we describe the Algorithm 2 using one route, Route 1, as shown in Fig. 3. First, Algorithm 2 updates the costs between two vertices using Equation (7), as described in Fig. 3a. Then, it adopts a greedy approach as described in Algorithm 2. As described in Fig. 3a, the new optimal route for Route 1 is \{CCS \rightarrow 2 \rightarrow 1 \rightarrow CCS\} after accumulating the new cost. Finally, Fig. 3b shows the updated route for Route 1. It is notable that the total time of the travel remain same as Algorithm 2 rearranges the sequence of visiting the HLs to increase the total number of active IoT devices.

5 PERFORMANCE EVALUATION

5.1 Simulation Parameters
In the simulation, we consider 500 IoT devices are distributed over 1500 \( \times \) 1500 m\(^2\) area. The simulation parameters are described in the Table 1. The IoT devices are static, and the BS knows the location information of all IoT devices. We consider an urban environment for this work. Therefore, we choose the attenuation factors \( \eta_{LoS}=1.6 \) dB, \( \eta_{NLoS}=23 \) dB [21], path loss exponent \( \gamma = 2 \) [3], and environment constants \( \alpha = 10.39 \) and \( \beta = 0.05 \) [30] which deal with the urban environment at carrier frequency \( f_c = 2 \) GHz. Additionally, we consider \( P_{\max} = 200 \) mW, \( \alpha = 3 \), and \( \beta = 4 \), according to the existing work in [3]. We consider the activation pattern of each IoT device during simulation, as described in Section 3.1. Additionally, we vary three parameters during simulation to analyze the performance metrics. The parameters are - a) count of HLs, b) area size, and c) \( P_{\max} \).

5.2 Performance Metrics
i) Total travel time: The total travel time of UAVs is one of the key factors in multi-UAV networks due to the limited flight time of UAVs. Therefore, the primary objective of a scheme is to minimize the total travel time of UAVs for \( T \). The total travel time is expressed for all
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the UAVs as $T_{tot} = \sum_{j=1}^{N} t_{j}^e$. We vary the number of HLs and the area size to measure the total travel time.

ii) Total number of covered IoT devices: One of the primary objectives of this work is to maximize the total number of covered active IoT devices for $T$. Therefore, the total number of covered IoT devices ($\mathcal{Y}$) indicates the performance of the system. The $\mathcal{Y}$ is computed as $\mathcal{Y} = \sum_{j=1}^{N} \sum_{(i,j) \in \mathcal{Z}} y_{ij}^e$. We vary the number of HLs and area size to determine the $\mathcal{Y}$.

iii) Optimized number of UAVs ($N$): An optimized number of UAVs refers to the required number of UAVs to cover the area and collect the data from IoT devices. This parameter indicates the utilization of the resources (UAVs). One of the outcomes of the proposed algorithm, CEDAN, is the number of UAVs that cover the area and collect the data from IoT devices. We vary the number of HLs and the size of the area to calculate the number of UAVs.

iv) Efficiency ($\chi$): The system efficiency is calculated from the number of covered IoT devices per unit time for a time slot. The $\chi$ is expressed as $\chi = \mathcal{Y}/T_{tot}$. We conduct two simulations varying the number of HLs, and the maximum transmit power of IoT devices to generate the $\chi$. Especially, $\chi$ sketches a fair trade-off between $\mathcal{Y}$ and $T_{tot}$.

v) Reliability: The reliability of a system defines the ability of the system to perform under constraints. This work concentrates on covering maximum active IoT devices for $T$. Therefore, we measure the reliability of the proposed system as a ratio between $\mathcal{Y}$ and the active IoT device count for $T$. We vary the number of HLs and the size of the area to measure the reliability of the system.

5.3 Benchmarks

As benchmarks, we select the work proposed by Zhan et al. as described in [13], Clarke-Wright (CW) savings heuristics [31] algorithm, and CEDAN without the route adjustment (CWRA) to analyze the performance of CEDAN. Zhan et al. proposed a scheme to collect the data from IoT devices while optimizing the trajectory of a UAV. They jointly optimized the transmit power for IoT devices, the trajectory of UAV, and the communication schedule. Specifically, the authors formulated an energy minimization problem, considering UAV’s flight time constraint and the data collection necessity. They adopted CVX solver, Karush-Kuhn-Tucker (KKT), and proposed an optimization algorithm to solve the problem. Therefore, this work is suitable to compare with our proposed work. CW savings algorithm is one of the widely used solutions for VRP and was proposed by Clarke-Wright in 1964. The algorithm is designed based on the pairwise savings (in terms of cost) between two locations. In this algorithm, the pairwise savings are sorted in decreasing order. After that, it creates multiple Hamiltonian circuits as multiple routes for multiple vehicles considering minimum costs. Therefore, the CW algorithm is suited to compare with CEDAN. In the other hand, CWRA is the simplified version of the proposed scheme CEDAN. In CWRA, we do not use the route adjustment algorithm to emphasize the importance of cost function as described in Equation (7). The comparison between CEDAN and CWRA portrays the trade-off between the number of covered IoT devices and the travel time of UAVs.

5.4 Results and Discussions

5.4.1 Optimized Number of UAVs

Fig. 4a shows that the optimized number of required UAVs to cover the specified area while varying the count of HLs. The result in Fig. 4a illustrates that the average number of required UAVs in CEDAN is 31.45% less than the CW. On the other hand, Fig. 4b depicts the optimized number of required UAVs while we vary the size of the area. It shows that the average number of required UAVs in CEDAN is 21.61% less than the CW. CEDAN performs better because it adopts Christofides’s approximation algorithm, which generates the route (solution for TSP) using a minimum spanning tree. On the other hand, CW follows savings based greedy approach, which is not always optimized.

5.4.2 Total Number of Covered IoT Devices

Fig. 5a sketches the total number of covered IoT devices by all the UAVs for a time slot. In this simulation, we vary the number of HLs. The simulation result shows that in CEDAN is 43.86%, 50.46%, and 47.84% higher than that in CW, CWRA, and Zhan et al., respectively. However, result in Fig. 5b describes that the $\mathcal{Y}$ in CEDAN is 42.44%, 48.31%, and 47.38% higher than that in CW, CWRA, and Zhan et al., respectively. Additionally, we vary the size of the area to generate the result, as shown in Fig. 5b. CEDAN outperforms the CW, CWRA, and Zhan et al. because we adopt a route adjustment algorithm employing the modified cost as describe in Equation (7). The cost in Equation (7) considers the number of active IoT devices at the target HL and the travel time between two HLs. Therefore, the UAVs able to cover more active IoT devices.

5.4.3 Reliability

Fig. 6a describes the reliability of the system while varying the count of HLs. The result in Fig. 6a shows that the reliability in CEDAN is 43.86%, 50.46%, and 47.82% higher than CW, CWRA, and Zhan et al., respectively. Also, Fig. 6b depicts that the reliability of the system in CEDAN is 41.98%, 47.83%, and 44.32% higher than CW, CWRA, and Zhan et al., respectively. We vary the size of the area to generate the result, as shown in Fig. 6b. CEDAN performs better than benchmarks because it considers the activation pattern of IoT devices. Further, the cost function in Equation (7) helps route adjustment algorithm to rearrange the
order of Hls. Hence, the number of covered IoT devices is increased.

5.4.4 Total Travel Time

Fig. 7 sketches the total travel time of UAVs to cover the IoT devices. We vary the number of Hls, as shown in Fig. 7a, and the $P_{\text{max}}$ of each $a_i$, as shown in Fig. 7b, to generate the total travel time of UAVs. Results in Fig. 7a describe that total travel time in CEDAN is 24.15%, 31.79%, and 32.14% greater than CW, CWRA, and Zhan et al., respectively. On the other hand, results in Fig. 7b shows that total travel time in CEDAN is 26.93%, 40.08%, and 38.64% higher than CW, CWRA, and Zhan et al., respectively. Fig. 7 shows that the total travel in CEDAN is higher than that in CW, CWRA, and Zhan et al. This work aims to cover the maximized number of IoT devices with the minimized travel time of UAVs. Therefore, we apply the route adjustment algorithm following the activation pattern of IoT devices in CEDAN. Hence, the order of visiting the Hls are rearranged, which leads to higher travel time in CEDAN than CW, CWRA, and Zhan et al. to cover the higher number of IoT devices, as shown in Section 5.4.2. Therefore, CEDAN provides a fair trade-off between the travel time of UAVs and the number of covered IoT devices (see Fig. 5).

5.4.5 Efficiency

Fig. 8a shows the efficiency of the system while varying the number of Hls. Especially, the result in Fig. 8a describes that the efficiency in CEDAN is 10.64%, 2.8%, and 2.2% higher than that in CW, CWRA, and Zhan et al., respectively. On the other hand, we vary the maximum transmit power of each IoT device to determine the efficiency of the system, as shown in Fig. 8b. Fig. 8b depicts that the efficiency in CEDAN is 17.82%, 3.15%, and 3.6% higher than CW, CWRA, and Zhan et al., respectively. Fig. 8 shows that the efficiency is almost similar in CEDAN compare to the benchmark solution while the reliability and number of covered IoT devices are high in CEDAN as shown in Figs. 6 and 5, respectively.

5.4.6 Execution Time

We conducted the simulation for the proposed scheme CEDAN in a computer that has Intel Core i7-10875H 2.3 GHz processor, 32 GB DDR4-SDRAM, Windows 10 as operating system, and 1 TB hard disk. Fig. 9 describe the execution time of the proposed scheme. The result in Fig. 9 describes that the execution time is increased while increasing the number of Hls. The reason is that the Algorithm 1 and Algorithm 2 deals with more number of Hls and routes to generate the optimal routes.

6 CONCLUSION

In this work, we proposed a novel scheme, CEDAN, to achieve optimized trajectories of multiple UAVs to maximize the number of covered IoT devices. We considered the limited flight time of UAVs and the limited transmit power of IoT devices. Hence, the number of covered IoT devices is increased.
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devices. We attempted to minimize the total travel cost of UAVs and maximize the number of IoT devices covered by each UAV. To achieve these two goals, we formulated problem P1. P1 is a CSDVRP problem, which is NP-hard. Additionally, the feasible solution set for P1 is non-convex due to the presence of the boolean variable. Therefore, we proposed a heuristic approach for CEDAN. As a solution, first, we created clusters of IoT devices and determined the optimized HLS. Furthermore, we modeled the cost function for a UAV to travel between two HLSs, considering the travel time and the number of active IoT devices. Finally, we determined the optimized UAV trajectories with minimized associated costs to collect data from IoT devices. The simulation results illustrated that CEDAN outperforms the CW, CWRA, and Zhan et al. Notably, the total number of covered IoT devices are improved by 43.86%, 50.46%, and 47.84% in CEDAN than CW, CWRA, and Zhan et al., respectively.

We intend to optimize the energy efficiency for efficient communication between IoT devices and UAVs and bandwidth allocation in the future. Also, we will analyze collision avoidance techniques for UAVs in future works.
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