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Abstract—Emerging wireless networks may suffer severe secu-
rity threats due to the ubiquitous access of massive wireless
devices. Specific emitter identification (SEI) is considered as one
of the important techniques to protect wireless networks, which
aims to identifying legal or illegal devices through the radio
frequency (RF) fingerprints contained in RF signals. Existing
SEI methods are implemented with either traditional machine
learning or deep learning. The former relies on manual fea-
ture extraction which is usually inefficient, while the latter
relies on the powerful graphics processing unit (GPU) com-
puting power but with limited applications and high cost. To
solve these problems, in this article, we propose a GPU-free
SEI method using a signal feature embedded broad learning
network (SFEBLN), for efficient emitter identification based on
a single-layer forward propagation network on the central pro-
cessing unit (CPU) platform. With this method, the original
RF data is first preprocessed through external signal processing
nodes, and then processed to generate mapped feature nodes and
enhancement nodes by nonlinear transformation. Next, we design
the internal signal processing nodes to extract effective features
from the processed RF signals. The final input layer consists
of mapped feature nodes, enhancement nodes, and internal sig-
nal processing nodes. Then, the network weight parameters are
obtained by solving the pseudo inverse problem. Experiments
are conducted over the CPU platform and the results show
that our proposed SEI method using SFEBLN achieves a supe-
rior identification performance and robustness under various
scenarios.

Index Terms—GPU-free, radio frequency (RF) signals, signal
feature embedded broad learning network (SFEBLN), specific
emitter identification (SEI).
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I. INTRODUCTION

W ITH the rapid development of wireless communica-
tions, existing wireless networks are able to support

the access of massive user terminals, including many wire-
less edge devices. At the network layer and data link layer,
device identification usually depends on the Internet protocol
(IP) address or media access control (MAC) address identifier.
However, the IP address is not unique, and the MAC address
is easy to be tampered with, which provide attack opportu-
nities to hackers. Hence, to further improve the security of
wireless communications, many specific emitter identification
(SEI) [1], [2], [3] methods based on radio frequency finger-
printing (RFF) have been proposed. Thanks to the reliability
and uniqueness of RFF, SEI can ensure the wireless com-
munications security for Internet of Things (IoT) for smart
homes [4], intelligent vehicle networks [5], Industrial IoT
(IIoT) communications [6], [7], etc.

In recent years, some scholars discovered the radio
frequency (RF) defects of signal transmitters. Scanlon et al. [8]
attempted to extract a unique identifier from wireless signal
transmissions in order to perform automated device identifi-
cation. From the unique characteristics of the electromagnetic
wave emitted by the transmitter, the RFF is unique [9]. The
typical structure of wireless digital transmitter and its cor-
responding receiver is shown in Fig. 1. The RF signals are
usually generated from baseband signals through raw in-
phase/quadrature (I/Q) digital modulation. The I/Q signals
are going through digital/analog (D/A) modules, intermediate
frequency (IF), up-converters, and a public nonlinear ampli-
fier, respectively. The D/A module will introduce quantization
error and nonlinear integral effect, and the IF will generate
filter noise. In addition, the up-converter utilizing an oscilla-
tor will lead to frequency offset and the amplifier is usually
nonlinear. Hence, the RF signals generated by different trans-
mitters contain their own hardware features, which are termed
as RFF.

In the past decade, artificial intelligence (AI), including tra-
ditional machine learning (ML) and deep learning (DL), have
achieved great success in the field of signal processing, e.g., for
automatic modulation recognition [10], [11], [12], [13], chan-
nel state information prediction and feedback [14], [15], fast
beamforming design [16], intrusion detection [17], malware
traffic classification [18], flight delay prediction [19], indoor
localization [20], and other applications. However, these tech-
nologies based on ML or DL all need the support of a graphics
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Fig. 1. Illustration of the structure of wireless digital transmitter and its
corresponding receiver.

processing unit (GPU) for its huge computing power, which
limits their use in practice. Hence, this article proposes to
leverage the novel broad learning system (BLS) proposed
in [21], [22], [23], and [24]. The BLS is a single-layer forward
propagation network, which does not need back propagation
to adjust the network weight. Furthermore, the BLS is capa-
ble of fast and efficient training due to its special architecture,
which provides a promising solution for online learning tasks.

Broad learning has been widely applied in signal processing,
e.g., for image recognition [25], Internet of Vehicles [26], [27],
fault diagnosis [28], etc. The core advantage of broad learn-
ing is to save computing overheads. In other words, it is a
lightweight solution. For the IoT system composed of edge
devices with low computational power, lightweight design is
a way to provide real-time solutions [30], [31]. In this arti-
cle, we focus on the BLS and apply broad learning to SEI,
aiming to develop efficient methods with limited computing
overhead. The main contributions of this article are highlighted
as follows.

1) We propose a GPU-free SEI method using the signal fea-
ture embedded broad learning network (SFEBLN). The
proposed method utilizes massive nonlinear transforma-
tion nodes to approximate the fingerprinting features
of RF signals. In addition, all the computation of the
proposed SFEBLN are excuted on the central processing
unit (CPU) platform.

2) According to the characteristics of RF signals, we
design external and internal signal processing nodes to
preprocess the original signals and extract statistical fea-
tures. The processed signal features are embedded into
the broad learning network for achieving a better SEI
performance.

3) We conduct experiments to validate the proposed
SFEBLN method on large-scale real-world open data
sets of source automatic dependent surveillance-
broadcast (ADS-B) signals [29]. The comparison results
of computing overhead prove the feasibility of the
proposed SFEBLN method for edge devices and online
learning. Furthermore, the simulation results show that
the proposed SFEBLN method achieves the state-of-the-
art identification performance.

The remainder of this article is organized as follows. In
Section II, we give a survey about existing SEI researches in
recent years, including ML-based, DL-based, and BLS-based
SEI methods. Section III shows the system model and the cor-
responding mathematical problem model. In Section IV, we
discuss our proposed SEI method in detail, including basic

knowledge, the network architecture, and the algorithm flow
chart. The experimental results and some comparative analy-
sis are given in Section V. Finally, Section VI conclude this
article.

II. RELATED WORKS

In this section, we review the existing SEI methods in recent
years, including the conventional methods based on combina-
tion of signal features and ML, the methods based on DL,
and the latest methods based on BLS. Some of the algo-
rithms described in this section are adopted in our subsequent
comparative experiments as benchmark schemes.

A. ML-Based SEI Methods

The ML-based methods have been developed in early years.
For example, Bertoncini et al. [32] proposed three meth-
ods to extract RFF for RFID labels, called dynamic wavelet
fingerprint, wavelet packet decomposition, and higher order
statistics, respectively. Then the authors utilized four con-
ventional classification methods to verify the performance,
which are linear and quadratic discriminant classifiers, k-
nearest neighbor (kNN), and support vector machine (SVM).
Huang et al. [33] proposed to utilize the permutation entropy
of received signals as RF fingerprints, and used the kNN as
the classifier. The authors verified their methods with steady-
state signals from four wireless network cards and three digital
radios. Zhang et al. [34] proposed to rely on the energy
entropy, and first- and second-order moments of the Hilbert
spectrum as RF fingerprints. Meanwhile, this article adopts
SVM as the classifier. Satija et al. [35] explored variational
mode decomposition (VMD) to decompose RF signals into
specific numbers as RF fingerprints. The kNN was used to
complete the SEI task. Gok et al. [36] employed the VMD to
real radar signals and also achieved a great success.

B. DL-Based SEI Methods

In recent years, DL has achieved great success in com-
puter vision (CV). Therefore, many scholars try to apply
CV algorithms to the field of signal processing. For exam-
ple, Merchant et al. [37] designed a convolutional neural
network (CNN) to detect physical features for identification
of cognitive radio devices. And, the method achieved great
identification accuracy and robustness. Yin et al. [38] applied
the RF fingerprint identification technique to LTE terminal
identification, and proposed a multichannel CNN to extract
the differential constellation trace figures to identify LTE ter-
minals. Ramasubramanian et al. [39] claimed that the I/Q
signals showed a “helical” structure and encoded the intrinsic
signal features into short-term variations. Then, a 3-D CNN
was used to extract the short-term space-time characteristics
of I/Q signals. Qian et al. [40] proposed a multilevel sparse
representation-based identification algorithm for SEI, which
combined neural networks with sparse representation-based
classification. In the multiscale CNN, the channel attention
mechanism was introduced to extract low-dimensional and
high-dimensional signal features. Du et al. [41] introduced a
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variable network architecture search (NAS) mechanism for SEI
to automatically search for the optimal models.

Furthermore, there are researches proposed that the RF
signals should be preprocessed for adaptation to the DL-
based algorithms. They coincidentally convert RF signals into
picture signals. Lin et al. [42] designed a framework to trans-
form complex-valued signals into the so-called contour stellar
image, which extracted deep statistical information from raw
wireless signals and presented it in the form of images.
Peng et al. [43] employed heat constellation trace figures to
replace the I/Q samples, which reduced the cost of training and
avoided complex feature extraction. A slice integration coop-
eration method constellation are also proposed to improve the
accuracy of RFF identification.

The above researches proved that DL-based algorithms are
able to achieve good performance in SEI tasks. Therefore,
more and more researches are carried out with DL-based SEI
methods. For example, incremental learning (IL) strategy, nar-
rowband system, channel robust problem, and so on. He and
Wang [44] proposed cooperative identification by multiple dis-
torted receivers, which achieved high diversity gain in the iden-
tification performance. In addition, they considered multiple
fingerprints to simulate a practical emitter. Xiao and Yan [45]
utilized the short-time Fourier transform (STFT) and k-means
algorithm to obtain the time-frequency spectrograms of radar
emitter signals. And, then used the CNN for emitter identifi-
cation based on the time-frequency images. Liu et al. [46]
explored the application of IL in noncryptographic device
identification. To better understand the internal mechanisms
of DNNs, the degree of conflict and conflict of fingerprints
were proposed to analyze DNN models. Finally, the enhanced
channel separation-enabled IL strategy was proposed for wire-
less device identification. Zhang et al. [47] comprehensively
modeled the impairments of transmitter and receiver in nar-
rowband systems, including oscillator imperfections, phase
and gain imbalances of the mixer, and power amplifier nonlin-
earity. In addition, the authors further explored their effects on
RF fingerprint identification and proposed a CNN-based RFFI
protocol. Yang et al. [48] proposed a data-independent RFF
extraction scheme using random data segments. The proposed
LAFS scheme computed converged tap coefficients as RFF
by minimizing the divergence between the desired signal and
the demodulated reference signal. Shen et al. [49] proposed a
deep metric learning-based scalable RFF identification frame-
work, which enabled devices flexibly join and leave RFF
database. Furthermore, a novel channel-independent spectro-
gram and data augmentation were utilized to achieve channel
robustness. Chatterjee et al. proposed a deep neural network-
based system extremely robust and secure at low cost, called
RF-PUF [50]. The key idea of RF-PUF was based on the phys-
ical unclonable functions (PUFs). Furthermore, RF-PUF made
lightweight design for wireless nodes to save costs as much
as possible.

C. BLS-Based SEI Methods

BLS is a relatively new network architecture, and some
scholars have recently applied it to SEI, for example,

Fig. 2. Illustration of the rapid authentication system of civil aircrafts.

Xu et al. [51] proposed a lightweight SEI method called adap-
tive broad learning network (ADBLN), which incorporates
an adaptive node expansion strategy to adjust the network
structure according to RF signals. The proposed ADBLN is
evaluated using the real world data collected from aircrafts
and achieved a great identification performance.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Wireless devices will be affected by many factors in the pro-
cess of production. Each device in different transmitters has a
certain device tolerance, or hardware defect [52]. Considering
the transmitter structure shown in Fig. 1 and the multiple
effects of transmitter hardware defects, the RF fingerprint can
be modeled as the following:

RFF(·) = Aγ

0 (1 + hPA(ãtx)) × exp
{
iθ + ht

(
σm

TIE

)

+ h�(�n,�INL) + hm(ξ) + hp(ρh, ρv)
}

(1)

where Aγ

0 and θ are amplitude and phase information of
received signal, respectively. Furthermore, hPA(ãtx), ht(σ

m
TIE),

h�(�n, �INL), hm(ξ), and hp(ρh, ρv) are nonlinear parame-
ters introduced by amplifier, digital signal processing, DAC,
mixer, and antenna, respectively.

Without loss of generality, this article focuses on the rapid
authentication of civil aircraft based on ADS-B signals (a rep-
resentative SEI application), aiming to quickly detect illegal
aircraft [29]. As shown in Fig. 2, there are three parts of
the authentication system: 1) data acquisition; 2) SFEBLN;
and 3) aircraft identification. First, the aircrafts are considered
as specific emitters in the system and the signal acquisition
device is deployed near the airport. Then, the received ADS-
B signals are the input of SFEBLN, which includes external
and internal signal processing nodes. Finally, the SFEBLN is
able to identify different aircrafts and discover unauthorized
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illegal aircraft. The SFEBLN architecture shown in the fig-
ure is only a schematic diagram. The feature mapping nodes,
enhancement nodes, and signal processing nodes are explained
in detail in the following text. Meanwhile, the output nodes
can be dynamically adjusted according to different tasks.

B. Problem Formulation

This article aims to propose a fast and efficient SEI method
to identify the legitimacy of aircrafts. We utilize ADS-B sig-
nals collected at the airport in this study. The received RF
signals can be expressed as follows:

xi(t) = si(t) ∗ hi(t) + ni(t), i = 1, 2, . . . , N (2)

where xi(t) is the received time series signal, si(t) and hi(t)
denote the transmitted ADS-B signal and the propagation
channel, respectively, and ni(t) represents the additive noise.

Actually, the SEI is to solve the matching problem between
the received RF signals and the corresponding aircraft labels.
Assume that the data set is defined as D{xi, yi}N

i=1, where yi
is the label of the corresponding aircraft. Then, the problem
to be solved can be defined as follows:

ŷi = fSEI
(
xi(t), W̃

)
, i = 1, 2, . . . , N (3)

where fSEI(·) represents the mapping function used to identify
the received signals, ŷi is the predict aircraft label of xi, and
W̃ denotes the optimal weight coefficient. We define the prob-
ability of a group of signals being identified correctly as the
accuracy rate, given by

α =
{

N∑

i=1

(
ŷi = yi

)
}

/N (4)

and the corresponding error rate is ε = 1 − α. Therefore, we
have the objective function to be optimized, that is, for the
highest accuracy and the lowest error, i.e.,

W̃ = arg min
W

ε
{
ŷi = fSEI(xi,W)yi

}
(5)

where the optimal weight W̃ and the framework of fSEI(·) are
the solutions to the SEI problem.

IV. OUR PROPOSED SEI METHOD USING SFEBLN

In this section, we introduce the proposed SEI method
using SFEBLN, including its external signal processing nodes,
internal signal processing nodes, feature mapping nodes, and
enhancement nodes. First, in order to better understand the
proposed SFEBLN in this article, we provide the prelim-
inaries of the BLS. Then, the structure and workflow of
SFEBLN are discussed. Finally, we introduce several classical
signal-processing algorithms can be used within SFEBLN.

A. Preliminaries

Almost all data-driven AI models proposed in recent years
can be described as in Fig. 3. For SEI problems, the RF signals

Fig. 3. Illustration of the basic structure of BLS.

are 1-D I/Q samples. Hence, the data matrix {X|X ∈ R
n×l} for

SEI can be defined as follows:

X = [x1, x2, . . . , xn]T =

⎡

⎢⎢⎢
⎣

x11 x12 · · · x1l

x21 x22 · · · x2l
...

xn1 xn2 · · · xnl

⎤

⎥⎥⎥
⎦

(6)

where n and l are the number of data samples and the length of
each sample, respectively. The real labels of the corresponding
devices {Y|Y ∈ R

n×c} can be similarly defined as follows:

Y = [
y1, y2, . . . , yn

]T =

⎡

⎢⎢⎢
⎣

0 0 1 · · · 0
1 0 0 · · · 0

...

0 1 0 · · · 0

⎤

⎥⎥⎥
⎦

(7)

where n and c represent the number of samples and the number
of the corresponding emitter categories. Then, the simplest SEI
problem can be expressed as follows:

Y = XWxy. (8)

For known data and the corresponding labels, the weight Wxy

can be solved by the inversion operation as follows:

Wxy = X−1Y. (9)

Finally, Wxy shall be applicable to the identification problem
under the same data distribution. That is, if the RF signals to
be identified Xtest and the known data X come from the same
specific domain D = {X , PX }, the corresponding labels of
Xtest can be identified as follows:

Ytest = XtestWxy (10)

where X (X∗ ∈ X ) is the sample domain and PX is the
marginal probability distribution of the sample domain.

However, there still exist two serious flaws making this
simple solution ineffective.

1) The matrix X could be huge, and it will be very difficult
to find the corresponding inverse operation, and maybe
X−1 does not exist.

2) The lack of nonlinear operations makes it unable to fit
complex problems.

For the first problem, we usually solve for X−1 by pseudo-
inverse or ridge regression. The pseudo-inverse operation is
written as follows:

Ŵxy = arg min
Wxy

∥∥XWxy − Y
∥∥2

2. (11)
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Fig. 4. Illustration of the RVFLNN.

If X is full column rank, then X† = (XTX)−1XT , and the
optimal weight is

Ŵxy = X†Y = (
XTX

)−1
XTY (12)

where the pseudo-inverse Ŵxy can be regarded as the optional
weight. The ridge regression is a supplement to the least
square regression, which has lost the unbiased property in
exchange for high numerical stability, and thus obtaining
high calculation accuracy. The ridge regression methods and
the approximate solution of pseudo-inverse are expressed as
follows:

Ŵxy = arg min
Wxy

∥∥XWxy − Y
∥∥2

2 + λ
∥∥Xxy

∥∥2
2 (13)

X† = lim
λ→0

(
XTX + λI

)−1
XT (14)

and then the weight can be solved as Ŵxy = X†Y.
Furthermore, the second problem can be solved as in Fig. 4.

It is obvious that linear operations cannot fit all mathe-
matical models. Pao et al. [53], [54] proposed a random
vector functional-link neural network (RVFLNN) to solve this
problem. The authors proved the universal approximation theo-
rem in [55], which provides a theoretical basis for the BLS and
the SFEBLN proposed in this article. The enhancement nodes
are obtained by a nonlinear transformation of input data X,
which is defined as follows:

Z = ξ(XWh + β) (15)

where ξ(·) represents the nonlinear transformation function,
Wh and β are the transformation weight and bias for func-
tion ξ(·), respectively. Then, the input layer of RVFLNN is
composed of data X and enhancement nodes Z, which is
expressed as A = [X|Z]. Finally, the goal of RVFLNN is
to obtain the network weight Wxy through pseudo-inverse or
ridge regression. Theoretically, as long as there are enough
enhancement nodes, the network can have enough nonlinear
ability to approximate any function.

B. Proposed SFEBLN Algorithm

Since both DL and BLS are designed for CV problems,
here we propose SFEBLN to handle RF signals for SEI tasks.
The structure of the proposed SFEBLN method is shown in
Fig. 5. It is composed of two signal processing nodes (external
and internal), mapped feature nodes, and enhancement nodes.
The key idea of SFEBLN is the external and internal signal
processing nodes, which are used to extract the interpretable

features of input signals. The four parts of SFEBLN are
introduced as follows.

1) External Signal Processing Module: The external signal
processing module is used to preprocess the original input RF
signals, aiming at data cleaning, smoothing, augmentation, and
so on, which can be defined as follows:

X̃ex = fex(X,�) (16)

where X̃ex is the output of external signal processing nodes,
X and � are the input data and operator may be used in fex(·).
It should be noted that the external signal processing nodes
apply to each sample xi of input data X. Here, three classical
external signal processing methods for a signal sequence with
l length are expressed as follows:

x̃i
ex(k) =

l−1∑

n=0

xi(n)λ(k − n), 0 ≤ n, k ≤ l − 1 (17)

x̃i
ex(k) = λ

[
xi(n), win

]
, 0 ≤ n, k ≤ l − 1 (18)

x̃i
ex = (xl−k+1, . . . , xl, |x1, . . . , xl−k), 0 ≤ k ≤ l − 1. (19)

The above (17)–(19) show signal convolution, windowed pool-
ing, and signal shifting methods, respectively. Where λ(·)
represents the convolution function in (17) and the max or
average function in (18).

2) Mapped Feature Nodes: The mapped feature nodes Z
are linear transformation of the input data X, which is
expressed as follows:

Z = [Z1, Z2, . . . , Zm] (20)

where Z is composed of m mapped feature windows. Zi (i =
1, 2, . . . , m) represents the ith mapped feature windows, which
is defined as follows:

Zi = ζ
(

X̃exWzi + βzi

)
(21)

where ζ(·) is the activation function for linear transformation,
X̃ex is the output of the external signal processing nodes, and
Wzi and βzi

are the corresponding weight and bias of func-
tion ζ(·), respectively. Here, two adjustable hyper-parameters
include the length of the mapped feature window m̃ and the
number of mapped feature windows m. The parameter m̃ will
affect the shape of Wzi ∈ R

l×m̃. And, the output shape of
Zi is defined as {Zi ∈ R

n×m̃|i = 1, 2, . . . , m}. The other
parameter m determines the shape of the mapped feature nodes
Z ∈ R

n×(m̃m). For the broad learning network, both the weight
Wzi and the bias βzi

are randomly initialized. In addition, the
broad learning network is a one-layer forward network, which
also leads to randomness in the results.

3) Enhancement Nodes: The enhancement nodes are used
to further improve the fitting ability of the network. As men-
tioned before, theoretically, as long as there are unlimited
nonlinear transformation nodes, the single-layer feedforward
network can fit any problem. The enhancement nodes are
designed to further broaden the network, which can be
expressed as follows:

H = [
H1, H2, . . . , Hp

]
(22)
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Fig. 5. Illustration of the proposed SFEBLN method for SEI applications.

where Hj(j = 1, 2, . . . , p) denotes the jth enhancement nodes
window, which is defined as follows:

Hj = ξ
(

ZWhj + βhj

)

= ξ
(

[Z1Z2, . . . Zm]Whj + βhj

)
(23)

where ξ(·) is the activation function for the enhancement
nodes’ transformation function, Z = [Z1Z2 . . . Zm] is the out-
put of the mapped feature nodes, and Whj and βhj

are the
corresponding weight and bias of function ξ(·), respectively.
Similarly, there are two adjustable hyper-parameters that need
to be determined: 1) the size of each enhance nodes window p̃
and 2) the number of enhance nodes windows p. The parame-
ter p̃ will affect the shape of Whj ∈ R

(m̃m)×̃p. And, the output
shape of Hj is defined as {Hj ∈ R

n×̃p|j = 1, 2, . . . , p}. The
other parameter p will determine the final output shape of the
enhancement nodes H ∈ R

n×(̃pp).
4) Internal Signal Processing Nodes: As shown in Fig. 2,

the internal signal processing nodes are generated after two
steps: internal signal transformation and nonlinear transfor-
mation. The internal signal transformation usually chooses
discrete signal transformation algorithms, which are expressed
as follows:

X̃in = gin(X,�) (24)

where X̃in is the output after internal signal transformation,
X and  are the input data and operator that may be used in
gin(·). Hence, X̃in is considered as the transform domain signal
of RF signals. As the same as external nodes, internal signal
processing nodes apply to each sample xi of input data X.
Here, we just show some classical internal signal processing
methods as follows:

x̃i
in(k) =

N−1∑

n=0

xi(n)e−j 2πnk
N , 0 ≤ k ≤ N − 1 (25)

x̃i
in(k) =

⎧
⎨

⎩

√
1
N

∑N−1
n=0 xi(n) cos (2n+1)kπ

2N , k = 0
√

2
N

∑N−1
n=0 xi(n) cos (2n+1)kπ

2N , 1 ≤ k ≤ N − 1

(26)

x̃i
in(k) =

N−1∑

n=0

xi(n)φ(n − k)e−j2π fn, 0 ≤ k ≤ N − 1 (27)

where N is the number of transformation points of finite
length, and φ(·) in (27) represents the windows function.
The above equations (25)–(27) show discrete Fourier trans-
form (DFT), discrete cosine transform (DCT), and STFT.
However, the X̃in cannot be the input to the network nodes
before processing. We define internal signal processing nodes
as follows:

S = [
S1, S2, . . . , Sq

]
(28)

where S is composed of q mapped feature windows and Sk

(k = 1, 2, . . . , q) represents the kth internal signal processing
windows, which is defined as follows:

Sk = γ
(

X̃inWsk + βsk

)
(29)

where γ (·) is the activation function for the enhancement
nodes transformation function, Wsk and βsk

are the corre-
sponding weight and bias of function γ (·), respectively. In this
part, we need to set two hyper-parameters: the width of each
internal signal processing window q̃ and the number of win-
dows q. The randomly initialized weights for internal signal
processing nodes follow the shape Wsk ∈ R

N×̃q. Then, internal
signal processing nodes of the kth window is obtained as
{Sk ∈ R

n×̃q|k=1,2,...,q}. And, the final internal signal processing
nodes are expressed as S ∈ R

n×(̃qq).
5) Nonlinear Activation Functions: We briefly introduce

several classical activation functions that can be chosen as
ζ(·), ξ(·), and γ (·) in the proposed SFEBLN

out = tan sig(a) = 2

1 + e−2a
− 1 (30)

out = sigmoid(a) = 1

1 + e−a
(31)

out = tanh(a) = ea − e−a

ea + e−a
(32)

out = leakyRelu(a) = max(0, a) + α min(0, a). (33)
Authorized licensed use limited to: Auburn University. Downloaded on July 07,2023 at 07:57:42 UTC from IEEE Xplore.  Restrictions apply. 



13034 IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 14, 15 JULY 2023

Algorithm 1: Workflow of the Proposed SFEBLN for Fast
SEI

Input: RF signals for training and testing: Xtrain, Xtest;
Corresponding real labels for training: Ytrain;
Hyper-parameters of the network: m̃, m, p̃, p, q̃, q;

Output: Identification results: Yid;
1 [Training stage]:
2 Load Xtrain ∈ R

n×l, Ytrain ∈ R
n×c;

3 if external signal processing module then
4 Switch appropriate function from (17)∼(19);
5 Compute X̃ex ∈ R

n×l′ by (16);
6 end
7 if mapped feature nodes then
8 Randomly initialize Wzi ∈ R

l′×m̃ and βzi
;

9 Compute nodes Z ∈ R
n×(m̃m) by (20) and (21);

10 Save all Wz and βz;
11 end
12 if enhancement nodes then
13 Randomly initialize Whj ∈ R

(m̃m)×̃q and βhj
;

14 Compute nodes H ∈ R
n×(̃pp) by (22), (23);

15 Save all Wh and βh;
16 end
17 if internal signal processing module then
18 Switch appropriate function from (25)∼(27);
19 Computer X̃in ∈ R

n×N by (24);
20 Randomly initialize Wsk ∈ R

N×̃q and βsk
;

21 Compute nodes S ∈ R
n×(̃qq) by (28) and (29);

22 Save all Ws and βs;
23 end
24 Concatenate all nodes as input layer A = [Z|H|S];
25 Establish the equation to be solved Ytrain = AWay;
26 Obtain the solution of pseudo-inverse Way=A†Ytrain;
27 [Testing stage]:
28 Load Xtest, Wz, βz, Wh, βh, Ws, βs, Way;
29 Input Xtest and compute mapped feature nodes Zt,

enhancement nodes Ht and internal signal processing
nodes St using the corresponding weights Wz, Wh, Ws

and bias βz, βh, βz, respectively;
30 Concatenate all nodes as input layer At = [Zt|Ht|St];
31 Get the identification results by Yid = AtWay;

The above (30)–(33) describe four commonly used nonlinear
activation functions, which have been built into the proposed
SFEBLN method in this study.

C. Summary and Workflow

In summary, the proposed SFEBLN has a single-layer for-
ward propagation only network architecture. Furthermore, the
SFEBLN does not need to iteratively update network weights.
SFEBLN only needs to generate a large number of computing
nodes and complete a pseudo-inverse operation. These char-
acteristics make SFEBLN an efficient network structure. The
most important thing is that all its operations can be executed
on the CPU platform, rather than the dedicated and expensive
GPU. The workflow of SFEBLN can be found in Algorithm 1.

Furthermore, the computing complexity of SFEBLN can be
denoted as follows:

O(SFEBLN) = (X + 1) × (m̃m) + [
(m̃m) + 1

] × (p̃p)

+ [
(p̃p) + 1

] × (q̃q) + (m̃m + p̃p + q̃q + 1) × C

(34)

where X is the number of sampling points for each signal
sample, m̃m, p̃p, and q̃q are the number of mapped feature
nodes, enhancement nodes, and signal processing nodes, and
C is the number of identification tasks.

V. EXPERIMENTAL RESULTS

This section presents our experiment study of the proposed
SFEBLN and the corresponding comparison methods. We will
introduce the data sets, the simulation platform, the parameter
settings, and simulation results. And then we will provide our
analysis and discussion of the results, including performance
and overhead, robustness analysis, and stability analysis. The
data sets used in this article and the simulation codes can be
found at Github [56].

A. Data Set and Experiment Setup

1) Data Set: We choose the open source ADS-B data
set [29] in our study. The ADS-B system is widely used to
monitor the status of aircrafts, which is very important for the
safety. The ADS-B signals are collected by a universal soft-
ware radio peripheral (USRP) SM200B device, equipped with
a 1090-MHz omnidirectional antenna. The sampling frequency
is 50 MHz, center frequency and bandwidth are 1090 and
10 MHz, respectively, and the gain of signals is 30 dB. More
details of the data set can be found in paper [29] and Github.
Considering that the original data provided 26 613 ADS-B sig-
nal samples of 1713 different aircrafts in total, this article
randomly selects C = {10, 20, 30, 50, 100, 200} aircraft cate-
gories from the data set as six different SEI tasks. The size
of each ADS-B signal sample is xi ∈ C

6000×1. In order to
adapt to the input layer of SFEBLN, we reshape each ADS-B
sample to xi ∈ R

12000×1. Then, we define the input data set of
SFEBLN as {X|X ∈ R

n×12000}, where n represents the total
number of ADS-B signal samples of c categories of aircrafts.
And, the corresponding label matrix is {Y|Y ∈ R

n×c}. In addi-
tion, the ratio of training, validation, and testing data is set as
6:2:2 for each method.

2) Simulation Platform: All the simulations and experi-
ments are carried out on a workstation with CentOS 7.0. The
workstation is equipped with two Intel Xeon Silver 4210R
CPUs and four Nvidia RTX 2080Ti GPUs. It also has 256-GB
random access memory (RAM).

3) Hyper-Parameter Setting: As mentioned above, there
are six critical hyper-parameters need to be set manually
(excluding the selections of operator function and activa-
tion function). Through many attempts, we directly give the
optimal parameter selection here. It should be noted that this
does not mean that we provide an optimal solution of the entire
problem, but the subsequent experimental results are presented
in part from these parameter settings.
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1) Mapped Feature Nodes: m̃ = 10 and m = 15.
2) Enhancement Nodes: p̃ = 300 and p = 10.
3) Internal Signal Processing Nodes: q̃ = 100 and q = 1.

Meanwhile, we choose the average pooling function (18) as
external signal processing nodes and the DFT function (25)
with N = 2048 as the internal signal transformation.

4) State-of-the-Art SEI Methods: To validate the
performance and advantages of the proposed SFEBLN
method, we carry out extensive comparative experiments with
state-of-the-art SEI algorithms. The selected SEI solutions
include one broad learning-based method, three DL-based
methods, and two ML-based methods.

1) ABLN [51]: This is a BLS-based method called
ADBLN. Actually, we choose it as our benchmark in
all the experiments.

2) RVCNN [58]: This is a DL-based algorithm called
real-valued CNN (RVCNN). It is composed of nine con-
volutional layers and three fully connected layers. The
detailed hyper-parameters of RVCNN can be found in
the original paper.

3) CVCNN [58]: This is the complexed-value version of
RVCNN, called complexed-valued CNN (CVCNN). The
structure of both CVCNN and RVCNN are the same, but
CVCNN only utilizes the complex convolutional layers.

4) MSCNN [57]: This is a DL-based method, which is
composed of three branches of convolutional layers with
different kernel size. As in RVCNN/CVCNN, three fully
connected layers are used as classifier for MSCNN.

5) RForest: This is a traditional ML-based method called
random forest (RForest). It is a commonly used classifier
in ML, with fast computing speed and high efficiency.

6) SVM: This is a traditional ML-based method called
SVM. It is also a common classifier in ML.

B. Advantages of Performance and Overhead

In this part, we will show the advantages of iden-
tification performance and computation overhead of the
proposed SFEBLN. We select six different tasks with C =
{10, 20, 30, 50, 100, 200}, and choose three DL-based meth-
ods, MSCNN, RVCNN, and CVCNN, in this experiments.
Considering that SFEBLN and ABLN just need CPU as a
computing platform, we run MSCNN and RVCNN with both
CPU and GPU for a better contrast effect. First, we compare
the identification accuracy of the four methods. Then, we com-
pare the computing overhead of the four algorithms. For the
DL-based methods, we provide the overhead based on both
GPU and CPU.

As shown in Fig. 6, the proposed SFEBLN is able to achieve
100% identification accuracy in task C = {10, 20}, more than
99% accuracy in tasks C = {30, 50, 100}, and more than
98% accuracy in the most difficult task C = {200}. From
the figure, we find that the results of ABLN, RVCNN, and
MSCNN are worse than SFEBLN in all the tasks. However, the
CVCNN shows a better identification accuracy than SFEBLN
in tasks C = {50, 100, 200}. CVCNN is an improved version
of RVCNN, which not only improves its performance, but also
leads to a huge computing overhead.

Fig. 6. Illustration of the identification accuracy of different SEI methods.
SFEBLN versus ABLN versus RVCNN versus MSCNN.

In addition to the SEI performance, we should also pay
attention to the computing efficiency. Therefore, this article
provides a comparison of the corresponding training time and
testing time, both in seconds. It should be noted that all the
comparison experiments in this article use the same comput-
ing platform (in Section V-A2). And for a better comparison,
we have conducted the training and testing using both GPU
and CPU for the DL methods. The computation overhead of
CVCNN is almost four times that of RVCNN, and it runs very
slowly on the CPU. This part does not compare CVCNN, and
we can refer to the results of RVCNN to calculate CVCNN.
The computing overhead experimental results are shown in
Fig. 7, where Fig. 7(a) and (b) show the training and testing
times of different methods, respectively. It should be noted
that the training times of different methods have exponential
difference, the time axis in Fig. 7(a) uses the logarithmic coor-
dinate. It is not difficult to find from Fig. 7 that SFEBLN
exhibits a huge time advantage in all the SEI tasks. Except
the task C = 200, the training time of SFEBLN in any
other tasks is less than 10 s, slightly improved over ABLN.
Meanwhile, with the increase of task number C, SFEBLN
shows more and more advantages in training time. In the
task C = 10, the training time of SFEBLN is only 2.18%
of RVCNN (GPU), 0.96% of MSCNN (GPU), 0.148% of
RVCNN (CPU), and 0.063% of MSCNN (CPU). In the task
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Fig. 7. Illustration of the computation overhead of different SEI methods:
SFEBLN versus ABLN versus RVCNN (GPU) versus MSCNN (GPU) versus
RVCNN (CPU) versus MSCNN (CPU). (a) Training time. (b) Testing time.

C = 200, the training time of SFEBLN is 2.13‰ of RVCNN
(GPU), 0.904‰ of MSCNN (GPU), 0.204‰ of RVCNN
(CPU), and 0.071‰ of MSCNN (CPU). As for testing time,

SFEBLN also shows its advantages. Because the proportion
of data used for testing is small, we analyze the advantages of
SFEBLN from the perspective of mathematical statistics. The
testing time of SFEBLN is about 17.75% of RVCNN (GPU),
12.64% of MSCNN (GPU), 9.52% of RVCNN (CPU), and
4.72% of MSCNN (CPU). We can conclude that SFEBLN has
excellent computing advantages, especially in the CPU plat-
form. The advantages of SFEBLN in computing overhead and
its independence from the GPU platform provide a promissing
solution for online learning.

C. Robustness Analysis

In this part, we will introduce additive white Gaussian noise
(AWGN) to simulate SEI tasks in imperfect environments. The
model robustness is tested at different signal-to-noise ratios
SNR = {−10,−5, 0, 5, 10, 15} dB. The SNR and AWGN are
defined as follows:

SNR = 10 · log

(
Px

Pn

)
(dB) (35)

noise ∼ N(0, Pn) = 1√
2πPn

· exp

(
− x2

2Pn

)
(36)

where Px and Pn are the respective power of ADS-B sig-
nals and noise, N(0, Pn) represents a normal distribution with
mean = 0 and variance = Pn. The comparison methods we
selected in this part are ABLN, RVCNN, CVCNN, MSCNN,
RForest, and SVM. All DL-based methods in this part are
executed on GPU.

As shown in Fig. 8, the experimental results compare the
robustness of SEI methods under different tasks and noises.
The red solid line in the figures represents the performance of
the proposed SFEBLN under different SNRs, and the rest of
the dotted lines are the performance curves of the baseline SEI
methods. The small window in the figure shows the enlarged
local results of SNR = {5, 10, 15} dB. The x-axis represents
the SNR range [−10, 15] dB, with an interval of 5 dB. The y-
axis is the identification accuracy with testing data of different
task C. It is easy to see from the figure that the performance
of SFEBLN remains superior under different noise conditions.
Only for the C = 200 task, when SNR = −10 dB, the
performance of SFEBLN is lower than that of CVCNN. When
SNR = {−10,−5, 0} dB, the classical ML-based algorithms
RForest and SVM are completely ineffective, while the algo-
rithms based on DL and broad learning are still applicable,
and the SFEBLN proposed in this article still maintains its
advantages in worse environments. In extremely harsh environ-
ments, such as SNR = −10 dB, the proposed SFEBLN shows
a huge decline in identification accuracy, but it is still better
than the benchmark algorithm ABLN. However, the CPU-
based algorithms, RForest and SVM, show complete failure
under extremely harsh conditions. There is no denying that in
harsh communication environments, and on the devices with-
out GPU support, the broad learning-based methods will be the
best choice. Furthermore, the proposed SFEBLN achieves a
superior performance and high robustness. In different commu-
nication environments, SFEBLN can provide fast and accurate
identification for SEI tasks.
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Fig. 8. Identification performance of different SEI methods with six identification tasks. SFEBLN versus ABLN versus RVCNN versus CVCNN versus
MSCNN versus RForest versus SVM. (a) C = 10. (b) C = 20. (c) C = 30. (d) C = 50. (e) C = 100. (f) C = 200.

Fig. 9. Illustration of the box plots of identification accuracy, training time, and testing time for SFEBLN. (a) Accuracy versus class. (b) Training time
versus class. (c) Testing time versus class.

D. Stability Analysis

In the previous analysis, we mentioned that the core mech-
anism of SFEBLN is to generate calculation nodes through
nonlinear transformation, then find the single-layer weights,
and finally obtain a feasible SEI method. All nonlinear trans-
form nodes are generated by randomly initialized weight
and offset calculation, which leads to certain randomness in
SFEBLN’s performance. At the same time, CPU-based com-
puting may be affected by temperature, dominant frequency,
multithreading, and other factors, which will lead to instabil-
ity in SFEBLN’s training time and testing time. Therefore,
we conduct a Monte Carlo simulation based on six different
SEI tasks C = {10, 20, 30, 50, 100, 200}, and each task is exe-
cuted for 1000 times. We analyze and discuss the stability of
SFEBLN through such Monte Carlo simulation results. Here,
the detailed results of the 1000 Monte Carlo simulations are

shown by the box plots in Fig. 9. The red “+” represents the
outlier, the value of the red horizontal line is the median, the
two black horizontal lines, respectively, mean the maximum
and minimum values in the case of removing outliers, and the
upper horizontal line of the blue box is the upper quartile,
while the lower one represents the lower quartile. The x-axis
in the figure represents different SEI tasks C. Fig. 9(a)–(c)
show the accuracy, training time, and test time of Monte Carlo
simulation, respectively.

From the box plot of accuracy, when C = 10, there are
many discrete points in the results, showing strong random-
ness. This problem does not occur in C = {20, 30, 50}. When
C = {100, 200}, the identification performance becomes unsta-
ble again, but it is still more stable compared with C = 10.
As for the box plot of training time and testing time, the time
consumed increases with the increase of C. We observe that
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when C = {100, 200}, there are more outliers in the graph,
showing stronger randomness. This phenomenon shows the
randomness of SFEBLN, which is caused by randomly gener-
ated weights and offsets. However, through 1000 Monte Carlo
simulations, we found that the presence of randomness does
not affect the stability of SFEBLN, because most experimental
results are stable within an acceptable range.

VI. CONCLUSION

In this article, we proposed a fast and efficient SEI method
called SFEBLN, which is suitable for the CPU platform. The
proposed SFEBLN method is a single-layer forward propaga-
tion network, which mainly relies on nonlinear transformation
of feature mapping nodes, enhancement nodes, and signal
processing nodes to solve complex classification problems.
Different from DL, the proposed SFEBLN method does not
need to adjust the network weight through multiple rounds
of back-propagation, thus it can reduce the computation over-
head. Different from traditional broad learning, our proposed
SFEBLN method introduces external and internal signal pro-
cessing nodes to make it suitable for RF signal data, and
improves the identification accuracy through signal process-
ing algorithms. From our experimental results, we concluded
that the proposed SFEBLN method achieved an excellent
performance in different SEI tasks, and had robustness advan-
tage in a poor electromagnetic environment. Compared with
the state-of-the-art, SFEBLN achieved an exponential effi-
ciency improvement in computing overhead, and it got rid of
the GPU dependency. Finally, we verified the stability of the
SFEBLN performance through Monte Carlo simulation exper-
iments, addressing the concern of system instability caused by
randomly initialized weights. Our research have been proved
to be fast, efficient, and easy to deploy. It is able to be deployed
on SEI platforms with limited computing source.
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