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Two overlapping confidence intervals have been used in the past to conduct statistical

inferences about two population means and proportions. Several authors have

examined the shortcomings of Overlap procedure and have determined that such a

method distorts the significance level of testing the null hypothesis of two population

means and reduces the statistical power of the test. Nearly all results for small samples

in Overlap literature have been obtained either by simulation or by formulas that may

need refinement for small sample sizes, but accurate large sample information exists.

Nevertheless, there are aspects of Overlap that have not been presented and compared

against the standard statistical procedure. This article will present exact formulas for

the maximum % overlap of two independent confidence intervals below which the null

hypothesis of equality of two normal population means or variances must still be

rejected for any sample sizes. Further, the impact of Overlap on the power of testing the

null hypothesis of equality of two normal variances will be assessed. Finally, the

noncentral t-distribution is used to assess the Overlap impact on type II error prob-

ability when testing equality of means for sample sizes larger than 1.

& 2010 Elsevier B.V. All rights reserved.
1. Introduction

When testing equality of two normal population means, the sampling distribution (SMD) of the difference of two
sample means must be used to conduct statistical inference (i.e., estimation and test of hypothesis) about the
corresponding populations mean difference mx�my. An interesting problem arises as to whether the same conclusions will
be reached if the SMD of individual sample means is used to construct separate confidence intervals (CIs) for mx and my and
examine the amount of overlap of the individual CIs in order to make statistical inferences about mx�my. Asymptotic
relationships are given by Schenker and Gentleman (2001) about the changes in the type I and II error probabilities (Prs) if
the overlapping of two confidence intervals are used to make inferences about the difference in two population quantities
Q1 and Q2 (such as two population proportions, two means, etc), where the authors made no assumptions about the two
underlying populations. The authors used the geometry in their Fig. 1 (p. 183) to show that the total length of two
overlapping intervals is longer than that of the corresponding CI from the Standard procedure. Further, in section 3 (p. 184)
they proved the asymptotic deficiencies of Overlap relative to the Standard method for both type I and II error
probabilities. We will use the restricted assumption of normal underlying populations and an analytical procedure to
ll rights reserved.
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Nomenclature

N(m, s2) a normal universe with population mean m and
variance s2

Z N(0, 1)
CIL confidence interval length
L(mx) lower CI limit
SE standard error

SEðx�yÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

x=nxþs2
y=ny

q
seðx�yÞ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2

x=nxþS2
y=ny

q
PWF power function
ARE asymptotic relative efficiency
b type II error rate
k sample se ratio=(Sx /

ffiffiffiffiffi
nx
p

)/(Sy /
ffiffiffiffiffi
ny
p

)
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obtain similar results at a level of significance, a, and will verify that in order to attain a nominal type I error rate of 5%, the
corresponding two confidence levels must be set at 83.4224%, which is consistent with the simulated 85% value reported
by Payton et al. (2000, p. 547).

When the process variances are unknown and sample sizes are not large (i.e., the real-life encountered cases), this paper
will obtain exact formulas for the Overlap type I Pr, and also for Overlap type II error probability at a specified standardized
difference. Further, the computation of type II error probability (when testing H0: mx�my=0) requires the use of noncentral
t-distribution, although Schenker and Gentleman (2001) provide the impact of Overlap on the Power Function (PWF=1�b)
for the limiting case in terms of nx and ny (which also includes the known-variances case).

We will use the noncentral t-distribution to obtain the PWF of testing H0: mx�my=0 (in the unknown variances case,
which has been available in statistical literature for many years) and also the Overlap PWF for sample sizes nx & nyZ2.
Even if the underlying distributions are not Laplace–Gaussian, the t-distribution can still be used for statistical inferences
about two process means for moderate and large sample sizes, because the application of t-distribution requires the
assumption that only sample means be approximately normally distributed (due to the Central Limit Theorem).

Although Payton et al. (2000), Schenker and Gentleman (2001), Payton et al. (2003), and others have somewhat rectified
the Overlap problem and have pointed out the misconceptions therein, there are still some details to be worked out. Thus,
the objective of this paper is to investigate the exact differences between the Overlap and the Standard [a term coined by
Schenker and Gentleman (2001)] methods for testing the null hypotheses H0: sx=sy and H0: mx=my. We will also use the
last two authors’ terminology ‘‘Standard’’ to imply the exact correct statistical procedure. Schenker and Gentleman (2001)
report results for the impact of Overlap on type I and II error Prs in testing H0: Q1=Q2 for the case of large sample sizes,
where they refer to Q1 and Q2 as quantities (or parameters) of any two, not necessarily normal, populations. Therefore, this
work will investigate the same only for underlying normal populations, and other aspects of Overlap but for all sample
sizesZ2. To be on the conservative side, we refer to nr20 as small, 20onr50 as moderate, and n450 as large, although
some statisticians prefer n460 as large because for n460, ta,nffiZa to one decimal place, where the degrees of freedom
(df)n=n�1, and Za represents the (1�a) quantile of a standard normal deviate.

In summary, the primary objectives of this article are: (1) To quantify the impact of the Overlap procedure on type I
error probability (Pr) for a LOS a when testing equality of two normal process variances, or two normal population means
for unknown process variances and sample sizesZ2. Payton et al. (2000) obtained results for the latter objective, but used
simulation to obtain their Table 1, p. 551; further, the former objective has not been investigated. (2) To determine the
maximum % overlap of two individual CIs below which the null hypothesis (either H0: sx=sy, or H0: mx=my) must still be
rejected at a given LOS a. (3) To examine the impact of Overlap procedure on type II error rate for sample sizesZ2 and
unknown normal population variances.

Note that all primed symbols in this article pertain to the Overlap procedure, and we denote x̄ as the larger of the two
sample means.

2. The Overlap against Standard method for difference in means of two normal populations with known variances

Consider random samples of sizes nx and ny from two independent normal populations N(mx, known s2
x ) and N(my,

known s2
y). It is widely known that the (1�a)�100% confidence interval lengths are CIL(mx)=2Za/2�sx=

ffiffiffiffiffi
nx
p

, and
CIL(my)=2Za/2�sy=

ffiffiffiffiffi
ny
p

. Suppose the two CIs for mx and my are disjoint; then, it follows that either L(mx)4U(my), or
L(my)4U(mx), where L(mx) and U(mx) represent the lower and upper CI limits for mx, respectively. These two possibilities
lead to the mutually exclusive requirements that either x�Za=2sx=

ffiffiffiffiffi
nx
p

4yþZa=2 � sy=
ffiffiffiffiffi
ny
p

, or y�Za=2sy=
ffiffiffiffiffi
ny
p

4xþ

Za=2sx=
ffiffiffiffiffi
nx
p

. Combining these two conditions leads to the Overlap rejection of H0: mx=my iff 9x�y94Za=2�

sx=
ffiffiffiffiffi
nx
p
þsy=

ffiffiffiffiffi
ny
p� �

. If a is set at the nominal rate of 5%, this last inequality will lead to the same asymptotic condition
(4) of Schenker and Gentleman (2001, p. 183). In the balanced case of sx=sy=s, because statistical theory dictates that nx/
ny should equal sx/sy, then nx=ny=n, and the above rejection condition reduces to 9x�y942Za=2s=

ffiffiffi
n
p

at the significance
level a based on the Overlap method.

Let K ¼ ðsx=
ffiffiffiffiffi
nx
p
Þ=ðsy=

ffiffiffiffiffi
ny
p
Þ¼ SEðxÞ=SEðyÞZ0 represent the ratio of two independent normal population standard errors

(SEs) for any sample sizes nx and ny. It can be shown (all omitted proofs are available on request from the first author) that
if the Standard type I error rate is a, but we reject H0 when the two independent CIs are disjoint, then the Overlap type I
Please cite this article as: Maghsoodloo, S., Huang, C.-Y., Comparing the overlapping of two independent confidence
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error Pr is given by

a0 ¼ 2� Pr½x�y4Za=2syð1þKÞ=
ffiffiffiffiffi
ny

p
� ¼ 2� Pr½Z4Za=2ð1þKÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2

p
�, ð1aÞ

which is identical to that of asymptotic Eq. (7) provided by Schenker and Gentleman (2001, p. 184) when their stand-
ardized difference, d, is set equal to 0. Eq. (1a) shows that as K-0 or N, the value of a0 slowly (from below) approaches
the exact type I error probability a [consistent with Table 3, p. 3 of Payton et al. (2003)]. Further, since ð1þKÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

Z1
and Za=2ð1þKÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

ZZa=2, then a0 ¼ 2� Pr½Z4Za=2ð1þKÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

� is smaller than a=2�Pr(Z4Za/2), which means that
Overlap always leads (except in the limiting case of K=0 or N) to a smaller type I error Pr than that of the Standard
method, consistent with Figure 3 of Schenker and Gentleman (2001, p. 184). With the aid of calculus, we can show that the
minimum value of a0 occurs when the SE ratio K=1. For the case of K=1 (which includes the special case of sx=sy=s and
nx=ny=n), the Overlap type I error Pr from Eq. (1a), [using F as the cumulative distribution function (cdf) of a N(0, 1)
density], reduces to

a0 ¼ 2� PrðZ4Za=2

ffiffiffi
2
p
Þ¼ 2�Fð�Za=2

ffiffiffi
2
p
Þ ð1bÞ
�

P
in
Setting a at 0.01, Eq. (1b) leads to the Overlap LOS of a0=0.0002697169650.01. The % relative error in the Overlap type I
Pr is [(0.01–0.00026971696)/0.01]�100%=97.303%.

�
 For the nominal significance level a=0.05, from (1b) the value of a0=0.005574650.05.

This last value is consistent with the limiting value of 0.006 provided by Payton et al. (2003, p. 2) in their Eq. (6). The %
relative error of Overlap to the Standard method is 88.851%. As a result, the larger the LOS a is, the smaller the % relative
error becomes. Payton et al. (2000) provide simulation results, for run sizes of 10,000 pairs from the N(0, 1) distribution in
their column 3 of Table 1, p. 551, where the value of a0 ranges from 0.0039 at n=5 to 0.0055 at n=50 (n incremented by 5).
Eq. (1b) shows that in the case of known equal variances and equal sample sizes, the value of Overlap type I error Pr, a0,
does not depend on n. However, in a later article Payton et al. (2003) provide more accurate results in their Table 4, page 3,
again through simulation run sizes of 10,000 pairs from a N(0, 1) distribution.

At K=2 or 1/2, a=0.05, Eq. (1a) gives a0=0.0085494; at K=5, or 1/5, a0=0.021095, and at K=10, or 0.10, a0=0.031932.
Clearly, Eq. (1a) shows that as K-N or 0, then a0-a. If the alternative H1 is one-sided, say H1: mx�my40, then from the
Overlap standpoint, H0 must be rejected only if both conditions x�y40 and L(mx)4U(my) hold, and as a result [for details
see Huang (2008, Chapter 3)] the overlap type I error Pr for the case of sx=sy and nx=ny reduces to

a01 ¼ Pr½Z4Za=2ðsxþsyÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

xþs2
y

q
� ¼ PrðZ4Za=2

ffiffiffi
2
p
Þ

which is equal to ½ of the 2-sided a0 from Eq. (1b). Thus, the impact of Overlap on type I error Pr is even greater for an
one-sided alternative than the 2-sided case.

Let O represent the amount of overlap length between two individual CIs. From Fig. 1(a and b), the value of O will be
zero if either L(mx)4U(my) or L(my)4U(mx), in which case H0: mx=my is rejected at the LOSoa. Thus, O is larger than 0
when U(mx)4U(my)4L(mx), or U(my)4U(mx)4L(my). The overlap is 100% if U(mx)ZU(my)4L(my)ZL(mx), or if U(my)Z
U(mx)4L(mx)ZL(my). Without loss of generality, X denotes the sample for which x�yZ0, and Fig. 1(a) shows that

O¼UðmyÞ�LðmxÞ ¼ Za=2ðsx=
ffiffiffiffiffi
nx
p
þsy=

ffiffiffiffiffi
ny

p
Þ�ðx�yÞ ð2Þ

Let Or be the critical value of O at which H0 is barely rejected at an a-level. Substituting the Standard critical rejection
limit of x�y¼ Za=2sy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

=
ffiffiffiffiffi
ny
p

into (2) results in

Or ¼ Za=2sy � ð1þK�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2

p
Þ=

ffiffiffiffiffi
ny

p
ð3aÞ

Eq. (3a) indicates that H0: mx�my=0 must be rejected at the LOSra if the amount of overlap OrOr. Further, the span of
the two individual CIs, assuming xZy, is

UðmxÞ�LðmyÞ ¼ Za=2ð1þKÞsy=
ffiffiffiffiffi
ny

p
þ ðx�yÞ ð3bÞ
( )xL ( )xL

( )yL ( )yL

( )xU ( )xU

( )yU ( )yU

Fig. 1.
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Combining Eqs. (2) and (3b), the exact percent a-Overlap is given by

o¼
Za=2syð1þKÞ=

ffiffiffiffiffi
ny
p
�ðx�yÞ

Za=2syð1þKÞ=
ffiffiffiffiffi
ny
p
þðx�yÞ

� 100% ð3cÞ

As x�yZ0 increases, the P-value of the Z-test decreases, and Eq. (3c) shows that the % overlap also decreases. Because
H0: mx�my=0 must be rejected at the LOS a iff jx�yjZZa=2sy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

=
ffiffiffiffiffi
ny
p

, the maximum % overlap above which H0 cannot
be rejected at an a-level, from (3c), is given by

orðKÞ ¼
1þK�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

1þKþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p � 100% ð3dÞ

Eq. (3d) shows that the maximum percent overlap, below which H0 must be rejected, does not depend on a and reduces to
17.1573% at K=1, which includes the special case of sx=sy=s and nx=ny=n. Again, calculus shows that [for details see Huang
(2008)] K=1 maximizes or(K), and as K-0 or N, or(K)-0, and Overlap very gradually approaches an exact a-level test
[consistent with Table 3 of Payton et al. (2003, p.3)], i.e., Overlap gradually becomes less deficient as K departs from 1.

Next, what should the individual confidence levels, (1�g), be so that the comparisons of individual CIs will lead to an
exact a� level test? It can be proven that

1�g¼ 1�2�F½�Za=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2

p
=ð1þKÞ� ð4Þ

Eq. (4) shows that the level of each CI must be set at 1�2�F½�Za=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

=ð1þKÞ� in order to reject H0 at the a LOS
iff the two CIs are disjoint, which is in agreement with Eq. (8) of Payton et al. (2003, p. 2). Calculus will show that
K=1 maximizes g, and Eq. (4) shows that 1�g approaches 1�a as K departs from 1. If a=0.05 and K=1, then
g¼ 2Fð�Z0:025=

ffiffiffi
2
p
Þ¼ 0:165776273, 1�g=0.834223727, which implies that the confidence level of each individual interval

must be set at 83.4224% in order to reject H0 at the 5% level iff the two CIs are disjoint. This assertion is in complete
agreement with the value of 83.4% in Table 3 at K=1 of Payton et al. (2003, p.3). Further, at a=0.05, K=2 or 1/2, the value of
1�g=0.85595; at K=3, or 1/3, 1�g=0.87874; at K=4, or 1/4, 1�g=0.89395, while at K=5, or 0.20, 1�g=0.90422, all of
which are in agreement with row 2 in Table 3 of Payton et al. (2003, p.3). At a=0.05, K=20 or 0.05, 1�g=0.93837, showing
that 1�g very slowly approaches 95% as K-N or 0, i.e., the Overlap method becomes less deficient as K departs from 1.

Finally, the impact of Overlap on type II error Pr for the known-variance normal case is investigated. It can be proven
that the Overlap type II error Pr, is given by

b0 ¼F Za=2
ð1þKÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þK2
p �d

� �
�F �Za=2

ð1þKÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p �d

� �
ð5aÞ

where d¼ ðmx�myÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

x=nxþs2
y=ny

q
¼ d ffiffiffiffiffi

ny
p

=ðsy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

Þ, K2 ¼ VðxÞ=VðyÞ, and d=mx�myZ0. Eq. (5a) at K=0 (or N) gives the

type II error Pr, b, from the Standard method. Thus, the PWF of the Overlap procedure in the case of known-variances is

1�b0 ¼F d�Za=2
ð1þKÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þK2
p

� �
þF �Za=2

ð1þKÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p �d

� �
ð5bÞ

Eq. (5b) is identical to the asymptotic PWF given in Eq. (7) of Schenker and Gentleman (2001, p. 184), where they provide
the expression for 1�b0 at the nominal value of a=0.05. Because the function ð1þKÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þK2
p

lies within the interval ½1,
ffiffiffi
2
p
�

for all KZ0, Za/240 for 0oao0.50, and F is a monotonically increasing function of its argument, it follows from (5b), that the
PWF, 1�b0 , attains its maximum when K=0 or N, which represents the case of Standard procedure.

If the alternative is one-sided, say H1: mx�my40, clearly the expression for 1�b0 given in Eq. (5b) stays intact, but the
Standard method type II error Pr becomes b1 ¼FðZa�d

ffiffiffiffiffiffiffiffi
n=2

p
=sÞ, so that the impact of Overlap on type II error Pr for the

one-sided H1 is greater than that of the two-sided case.

3. Comparing the overlap of two independent CIs with a single CI for the ratio of two normal population variances

Because there are two different t-tests (the pooled and two-independent-sample t-tests) to compare independent
normal means when variances are unknown, it is prudent to pretest H0:s2

x ¼ s2
y at an a� level. Consider random samples of

sizes nx and ny from normal universes Nðmx, s2
x Þ and Nðmy, s2

y Þ. It is widely known that the confidence interval length
CILðs2

x Þ ¼Uðs2
x Þ�Lðs2

x Þ ¼ nxS2
x � ½ðw2

1�a=2,nx
Þ
�1
�ðw2

a=2,nx
Þ
�1
�, where w2

1�a=2,nx
represents the a/2 quantile of chi-square with

nx=nx�1 df , and similar expression for CIL(s2
y) . Based on the Standard method, H0: s2

x=s2
y ¼ 1 must be rejected at the a-

level if either F0 ¼ S2
x=S2

y oF1�a=2,vx ,vy
or F0 ¼ S2

x=S2
y 4Fa=2,vx ,vy

. The type I error Pr for the Standard method using the null SMD
of S2

x=S2
y , which is Fisher’s Fnx,ny

, is a. It can be proven that the Overlap type I error Pr from the two disjoint CIs is given by

a0ðtwo disjoint CIsÞ ¼ Pr Fnx ,ny o
ny

nx
� C1�a=2,nx ,ny

� �
þPr Fnx ,ny 4

ny

nx
� Ca=2,nx ,ny

� �
, ð6Þ

where Ca=2,,nx ,vy
¼ w2

a=2,nx
=w2

1�a=2,ny
. Thus, based on Overlap we reject H0: s2

x ¼ s2
y if either F0 ¼

S2
x

S2
y
o ny

nx
� C1�a=2,nx ,ny

, or

F0 ¼
S2

x

S2
y
4 ny

nx
��Ca=2,nx ,ny

. Eq. (6) verifies that at a=0.05, as nx = ny increase, a0 decreases toward 0.0055746, similar to the
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overlapping of CIs for two normal means, while at nx = ny=1, a0=0.0178. However, as nx / ny-0 or N, the value of a0 very
slowly approaches a.

Let or be the maximum percent overlap below which H0:s2
x ¼ s2

y must be rejected at an a-level. It can be proven that

or ¼
ny � Ca=2,nx ,ny

� w2
a=2,ny
�nx � Fa=2,nx ,ny

� w2
a=2,ny

nx � Ca=2,nx
� Fa=2,nx ,ny

� w2
a=2,ny
�ny � w2

a=2,nx

 !
� 100% ð7aÞ

Eq. (7a) shows that H0: s2
x ¼ s2

y must not be rejected at an a-level if the percent overlap exceeds or. For the balanced
case of nx=ny=n, the percent overlap in Eq. (7a) reduces to

or ¼
Ca=2,n�1�Fa=2,n�1,n�1

Ca=2,n�1 � Fa=2,n�1,n�1�1

� �
� 100% ð7bÞ

Eq. (7b) shows that the rejection percent overlap between the two CIs for the ratio of two variances will increase as n

increases, and unlike normal population means, is a-dependent for finite sample sizes. Matlab shows that at
n=n�1=7,819,285 df , the 0.05-level overlap is 17.157261356%, which is very close to the overlap for two independent
normal population means discussed in Section 2. Further, for sample sizes within the interval [2, 3], the variance-Overlap
method is almost an a-level test, like the case of CIs for population means when K is far away from 1.

Third, what should each individual confidence level, 1�g, be so that the two independent CIs lead to an exact a-level
test on H0:s2

x ¼ s2
y ? It can be proven that the value of g can be obtained from

nxFa=2,nx ,ny
=ny ¼ Cg=2,nx ,ny

ð8aÞ

Eq. (8a) clearly shows that the value of 1�g , similar to Eq. (4), depends only on the LOS a of testing H0:s2
x ¼ s2

y and the
sample sizes nx and ny. For example, when a=0.05, nx=21 & ny=11, Eq. (8a) reduces to 6:8371¼ w2

g=2,20=w2
1�g=2,10. Through

trial & error, the solution to this last equality is g/2=0.07119 (and g=0.14238). In the case of balanced sampling, Eq. (8a)
reduces to

Fa=2,n�1,n�1 ¼ Cg=2,n�1 ð8bÞ

where Cg=2,n�1 ¼ w2
g=2,n�1=w2

1�g=2,n�141 for all finite n. For a specified a, the value of g/2 from (8b) is an increasing function of
n. For a 0.05-level test, at n=4, the solution is g/2=0.07127; for moderate sample sizes 10onr30, the approximate
solution is g/2=0.08. As n-N, g-0.1657760, similar to overlapping of CIs for means.

Finally, the impact of Overlap on the type & error Pr is investigated. The OC (Operating Characteristic) curve of the
Fisher F-test on equality of two normal process variances has been numerously documented in statistical literature, and at
the a-level, it is repeated below

bðlÞ ¼ cdfFnx ,ny ðFa=2,nx ,ny
=l2
Þ�cdfFnx ,ny ðF1�a=2,nx,ny

=l2
Þ, ð9aÞ

where l=sx/sy. It can be shown [see Huang (2008, Chapter 5)] that the type & error Pr for Overlap of two variance-ratio CIs
is given by

b0ðlÞ ¼ cdfFnx ,ny

ny

nx
� Ca=2,nx ,ny

=l2
� �

�cdfFnx ,ny

ny

nx
� C1�a=2,nx ,ny

=l2
� �

, ð9bÞ

To evaluate the approximate RELEFF (Relative Efficiency) of Overlap to the Standard method at a=0.05, we make use of
Eq. (10), listed below, and determine n0x and n0y by equating the approximate value of b0(l) to that of b(l), i.e.,

cdfFn0x ,n0y
n0y
n0x
� C0:025,n0x ,n0y=l

2
� �

fficdfFnx ,ny ðF0:025, nx ,ny
=l2
Þ ð10Þ

It is impossible to find a general closed-form solution from (10) for n0x and n0y, whose values depend on nx, ny and l.
Accordingly, we used MS Excel and Matlab to ascertain some knowledge about the Overlap RELEFF. Our findings are as
follows:
�

P
in
As l increases, the RELEFF increases. For example, at nx=ny=20 and l=1.20, the RELEFF is 26.32%, while at l=1.6 the
same RELEFF is equal to 45.60%.

�
 Matlab shows that the asymptotic RELEFF is 100% as nx & ny-N. The farther l is from 1, the more rapidly the ARE

approaches 100%.

4. The impact of Overlap on type I error PR of testing H0: lx=ly for unknown normal population variances and sample
sizesZ2

4.1. The case of H0:sx=sy=s not rejected leading to the pooled t-test

In practice, a preliminary test on H0: s2
x ¼ s2

y ¼ s2 is advisable before deciding whether to use the pooled t-test in
preference to the two-independent samples t-test. For the sake of being conservative and cautious, we will use the pooled
lease cite this article as: Maghsoodloo, S., Huang, C.-Y., Comparing the overlapping of two independent confidence
tervals with a single confidence interval for two.... J. Statist. Plann. Inference (2010), doi:10.1016/j.jspi.2010.04.057

dx.doi.org/10.1016/j.jspi.2010.04.057


ARTICLE IN PRESS

S. Maghsoodloo, C.-Y. Huang / Journal of Statistical Planning and Inference ] (]]]]) ]]]–]]]6
t-test if the P-value of the pretest on H0:sx=sy=s exceeds 20%, although some authors, such as Browne (1979, Sec. 3,
p. 658), recommend just the nominal significance of 5% level for the pretest. Further, according to Devore (2008, p. 340)
‘‘the F test of equal variances is quite sensitive to the assumption of normal population distributions much more so than t

procedures.’’ Accordingly, if nx and ny both are less than or near 10, pooling should be avoided unless the P-value of testing

H0:sx=sy=s exceeds 40%. When H0:sx=sy=s is tenable, it is well-known that the CIL for mx�my is 2ta=2,v � Sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nxþ1=ny

p
,

i.e., H0: mx=my must be rejected at the Standard LOS a if 9x�y9Zta=2,v � Sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nxþ1=ny

p
, where S2

p ¼ ½ðnx�1ÞS2
xþðny�1ÞS2

y �=n
and n=(nx+ny�2). However, for the individual two t-CIs, the Overlap type I error Pr for testing H0: mx=my, bearing in mind

that t2
n ¼ F1,v, is given by [see Huang (2008), Chapter 6]

a0 ¼ Pr F1,nxþny�24nðk� ta=2,nx
þta=2,ny

Þ
2=½ðnyþF0nxÞð1þRnÞ�

n o
ð11aÞ

where Rn=ny/nx, and k¼
ffiffiffiffiffiffiffiffiffiffi
RnF0

p
¼ ðsx

ffiffiffiffiffi
ny
p
Þ=ðsy

ffiffiffiffiffi
nx
p
Þ is the sample se ratio. For the pooled t-test, in the most common case of

balanced sampling design, Eq. (11a) reduces to

a0 ¼ Pr F1,2ðn�1Þ4Fa,1,n�1 1þ
ffiffiffiffiffi
F0

p� �2
=ð1þF0Þ

	 

, ð11bÞ

where the pretest statistic F0 ¼ S2
x=S2

y must range within the interval (F0.90,n�1,n�1, F0.10,n�1,n�1). The random function

ð1þ
ffiffiffiffiffi
F0

p
Þ
2=ð1þF0Þ inside the argument of the RHS of (11b) attains its maximum at F0=1 and its minimum at F0.10,n�1,n�1,

or F0.90,n�1,n�1. As a result, the minimum value of a0 occurs at F0=1 and its maximum occurs at either F0.10,n�1,n�1 or
F0.90,n�1,n�1. At the same F0, a0 in (11b) is a monotonically increasing function of n. As n-N, a0 in Eq. (11b) approaches
0.0055746, which is very close to the known-variance case of testing H0: mx=my. Eq. (11b) for Overlap type I error Pr is
different from 1�Pr(A) atop p. 549 of Payton et al. (2000) because theirs pertains to the general two-independent samples
t-statistic, discussed in the next section, while (11b) pertains only to the pooled t-test. As before, it can be shown [for
details see Huang (2008, Chapter 6)] that a0oa for all finite n41.

4.2. The case of H0: sx=sy rejected leading to the two-independent sample t-test

In this section, H0:sx=sy is rejected at the 20% level leading to the assumption that the F-statistic F0 ¼ S2
x=S2

y is outside
the interval (F0.90,nx�1,ny�1, F0.10,nx�1,ny�1). It has been shown in statistical literature, Winer (1971), that if the assumption
sx=sy is not tenable, the random variable ½ðx�yÞ�ðmx�myÞ�=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
has an approximate Student’s

t-distribution with df

n¼ ðS2
x=nxþS2

y=nyÞ
2

�
ðS2

x=nxÞ
2

nx�1
þ
ðS2

y=nyÞ
2

ny�1

" #
¼
nynxðk2þ1Þ2

nyk4þnx
; ð12Þ

the B.L. Welch approximation improving as sample sizes increase. Eq. (12) shows that n depends only on nx, ny, and the
sample se ratio k¼

ffiffiffiffiffiffiffiffiffiffi
F0Rn

p
¼ ðSx

ffiffiffiffiffi
ny
p
Þ=ðSy

ffiffiffiffiffi
nx
p
Þ and will always lie within the interval Min(nx, ny)onrnx+ny. When H0:sx=sy

is rejected at the 20% level, the approximate LOS of testing H0:mx�my=0 from the Standard method is given by

affiPrðt2
n 4t2

a=2,n9mx�my ¼ 0Þ ¼ PrðF1,v4Fa,1,n9d¼ 0Þ ð13Þ

Note that because the sample mean and variance from an underlying normal population are independent, the LOS
in (13) of testing H0:mx�my=0 is not altered based on the decision of pre-testing H0:sx=sy. For disjoint t-CIs, it can be
proven that

a0 � Pr½F1,v4 ðk� ta=2,nx
þta=2,ny

Þ
2=ð1þk2Þ� ð14aÞ

When nx=ny=n, Rn=1, k=Sx/Sy, k2=F0, then Eq. (14a) reduces to

a0 � Pr½F1,n4Fa,1,n�1 � ð1þ
ffiffiffiffiffi
F0

p
Þ
2=ð1þF0Þ�, ð14bÞ

and Eq. (12) simplifies to v¼ ðn�1Þð1þF0Þ
2=ð1þF2

0 Þ. Note that this last formula for n reduces to 2(n�1) at F0=1, which is
the df of the pooled t-test, as it should because the unlikely realization F0=1 (for which the P-value=100%) is in perfect
agreement with H0: s2

x ¼ s2
y . Eq. (14a) shows that a0 does not depend on the specific values of S2

x and S2
y but only on their

ratio through k¼
ffiffiffiffiffiffiffiffiffiffi
F0Rn

p
. For Payton et al.’s (2000) example of n1=n2=n=10, S1=0.80, S2=1.60, F0=(0.8/1.6)2=0.25,

n=(10�1)(1+0.25)2/(1+0.252)=13.2353, and at a=0.05, the use of Eq. (14b) shows that the value of a0E0.00940573,
which is different from 0.0149 reported by Payton et al. (2000, p. 549). The df used by them was 9 (=n�1), which resulted
in an imprecise value of a0=0.0149, also partially due to small sample sizes.

4.3. Comparing the paired t-CI with two independent t-CIs from normal populations

Unlike the two independent samples t-CI for mx�my for a completely randomized design (CRD), the paired t-CI must be
formed only for a randomized complete block design (RCBD), where the rvs X and Y are paired observations, or a random
vector [x y]T, from a single bivariate normal population. The objective here is merely to assess the impact of correlation
Please cite this article as: Maghsoodloo, S., Huang, C.-Y., Comparing the overlapping of two independent confidence
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on Overlap, because the paired and two-independent t-tests occur from two completely different sampling designs. It can
be proven that for the two individual non-overlapping CIs

a0 ¼ Pr F1,n�14Fa,1,n-1 1þ
ffiffiffiffiffi
F0

p� �2
= 1þF0�2r

ffiffiffiffiffi
F0

p� �	 

ð15Þ

Eq. (15) shows that the effect of negative correlation is to increase a0 toward a, i.e., as r-�1, a0-a for all n and F0 so
that Overlap becomes less and less deficient. When r=0, a0 in Eq. (15) becomes similar to Eq. (14b), as it should because
zero correlation implies independence in the case of underlying bivariate normal populations. Further, Eq. (15) shows
that the impact of positive correlation is to reduce a0 , i.e., Overlap becomes more and more deficient (or the power of
Overlap-0 as r-1), consistent with Section (5.2) of Schenker and Gentleman (2001, p. 185).
5. The percent overlap that leads to rejection of H0: lx=ly

5.1. The case of unknown normal populations with sx=sy=s and sample sizesZ2

Throughout this section, it is understood that a pretest on H0: sx=sy=s has yielded a P-value40.20 so that the null
hypothesis H0: sx=sy=s is tenable leading to a pooled t-test on H0:mx=my.

It can be proven that the exact % a-Overlap is given by

o¼
ðta=2,nx

Sx=
ffiffiffiffiffi
nx
p
þta=2,ny

Sy=
ffiffiffiffiffi
ny
p
Þ�ðx�yÞ

ðta=2,nx
Sx=

ffiffiffiffiffi
nx
p
þta=2,ny

Sy=
ffiffiffiffiffi
ny
p
Þþðx�yÞ

" #
� 100% ð16aÞ

As x�yZ0 increases, the P-value of the t-test decreases (i.e., H0: mx=my must be rejected more strongly) and the statistic
o in Eq. (16a) decreases. Because H0: mx=my must be rejected at the a-level iff jx�yjZta=2,v � Sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nxþ1=ny

p
, where n=nx+

ny �2, then on substitution of this last borderline value into (16a), H0: mx�my=0 must be rejected at the levelra iff

or
k� ta=2,nx

þta=2,ny
�ta=2,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þRnÞðnxF0þnyÞ=n

p
k� ta=2,nx

þta=2,ny
þta=2,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þRnÞðnxF0þnyÞ=n

p � 100% ð16bÞ

where Rn=ny/nx, F0 ¼ S2
x=S2

y and k¼
ffiffiffiffiffiffiffiffiffiffi
RnF0

p
¼ seðxÞ=seðyÞ. Thus, the maximum percent overlap at or below which H0 must be

rejected at the a-level is given by

or ¼
k� ta=2,nx

þta=2,ny
�ta=2,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þRnÞðnxF0þnyÞ=n

p
k� ta=2,nx

þta=2,ny
þta=2,n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þRnÞðnxF0þnyÞ=n

p
" #

� 100% ð16cÞ

Notice that unlike the maximum percent overlap in (16c) above which H0 cannot be rejected, Browne (1979, p. 658)
defines a measure, D, that gives the proportion of separation of the shorter to the longer interval. His Table 1, p. 660,
provides the minimum values of D above which H0: mx=my must be rejected at the 5% level. Further, Browne’s measure D

is not in general equal to 1�or. For the case of balanced CRD, the maximum overlap at the rejection limits in (16c)
reduces to

or ¼
ta=2,n�1ð1þ

ffiffiffiffiffi
F0

p
Þ�ta=2,2ðn�1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0

p
ta=2,n�1ð1þ

ffiffiffiffiffi
F0

p
Þþta=2,2ðn�1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0

p
" #

� 100% ð16dÞ

As n-N and per force F0-1, ta/2-Za/2, and Eq. (16d) yields or ¼ ½ð2�
ffiffiffi
2
p
Þ=ð2þ

ffiffiffi
2
p
Þ� � 100%¼ 17:1573%, which is

identical to the known-&-equal variances case given in Eq. (3d) at K=1. Note that unlike the case of known-variances, or in
(16c) is a-dependent unless nx & ny4150.

It can be proven [see Huang (2008, Chapter 7)] that the exact value of g for all sample sizes nx & nyZ2 can be obtained
from the following equation:

tg=2,ny
þk� tg=2,nx

¼ ta=2,n �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRnþ1ÞðnxF0þnyÞ=n

q
ð17aÞ

where n=nx+ny�2 and k¼ ðSx
ffiffiffiffiffi
ny
p
Þ=ðSy

ffiffiffiffiffi
nx
p
Þ. When sampling is balanced, Eq. (17a) reduces to

Fg,1,n�1 ¼ Fa,1,2ðn�1Þ � ð1þk2Þ=ð1þkÞ2 ð17bÞ

For a 0.05-level t-test, nx=ny=n, and F0=k2=1, the values of g from (17b) range from 0.2021653 at n�1=1 down to
0.166305 at n�1=100. In order to obtain the limiting value of g , we let n-N in (17a), and per force F0-1 because the
pooled t-test requires that s2

x ¼ s2
y , resulting in the limit tg/2,n�1(n-N)=1.959964/

ffiffiffi
2
p

=1.385904-Limit g (as n-

N)=Pr(9Z9Z1.385904)=0.16578, which is identical to the known-&-equal population variances case obtained from Eq. (4)
at K=1.
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5.2. The case of H0:sx=sy rejected leading to Welch’s Approximate two-sample t-test

Without proofs we provide all the pertinent formulas below.

o¼
ðta=2,nx

Sx=
ffiffiffiffiffi
nx
p
þta=2,ny

Sy=
ffiffiffiffiffi
ny
p
Þ�ðx�yÞ

ðta=2,nx
Sx=

ffiffiffiffiffi
nx
p
þta=2,ny

Sy=
ffiffiffiffiffi
ny
p
Þþðx�yÞ

� 100% ð18aÞ

or ¼
ðkta=2,nx

þta=2,ny
Þ�ta=2,n �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þk2
p

ðkta=2,nx
þta=2,ny

Þþta=2,n �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þk2
p

" #
� 100% ð18bÞ

where n is computed from Eq. (12) and H0: mx=my must not be rejected iff % overlap exceeds (18b). When the sampling
design from the two independent normal populations is balanced, the maximum % overlap in Eq. (18b) that still leads to
the rejection of H0: mx=my at the a-level reduces to

or ¼
ta=2,n�1ð1þ

ffiffiffiffiffi
F0

p
Þ�ta=2,n �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0

p
ta=2,n�1ð1þ

ffiffiffiffiffi
F0

p
Þþta=2,n �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0

p
" #

� 100%; ð18cÞ

where in the balanced case v¼ ðn�1ÞðS2
xþS2

y Þ
2=ðS4

xþS4
y Þ ¼ ðn�1Þð1þF0Þ

2=ð1þF2
0 Þ. When nx=ny, the value of or in (18c) lies

within the interval (0, 20.548028%), where zero pertains to the limiting value as k=
ffiffiffiffiffi
F0

p
-0 or N, and the upper limit

pertains to k2=F0.90,3,3 or F0.10,3,3. The limiting (as either Rn=ny/nx or k-0 or N) value of (18b) is 0, so that the Overlap
approaches an a-level test.

For the case of rejected H0:sx=sy at the 20% level, the value of g for Welch’s approximate t-test is obtained [see Huang
(2008, Chapter 7)] from the following Eq. (19a):

tg=2,ny
þk� tg=2,nx

¼ ta=2,n �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k2þ1

p
ð19aÞ

For the case of a balanced sampling design, (19a) reduces to

Fg,1,n�1 ¼ Fa,1,n � ð1þk2Þð1þ
ffiffiffiffiffi
F0

p
Þ
2

ð19bÞ

For example, using (19b) at a=0.05, nx=ny=n=10, k¼
ffiffiffiffiffi
F0

p
¼ 0:5, F0=k2=0.25, from Eq. (12) the value of n=13.2353, and

F0.05,1,13.2353=4.6503672 results in Fg,1,9=2.58353732-g=Pr(F1,9Z2.583537)=0.142442. Payton et al. (2000) report this
last value as 0.1262 because the denominator df of Fg,1,n on the far RHS in the formula atop their page 550 should be
n=13.2353, not 9 (=n�1) as reported. However, for larger n values, their formula becomes more accurate. The limiting

value of g in Eq. (19a), as n-N, can easily be obtained from Zg=2 ¼ Za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

xþs2
y

q
=ðsxþsyÞ. This last result is consistent

with the case of sx=sy of Eq. (4) because its solution at a=0.05 is g=0.16578.

5.3. Comparing paired t-CI with two independent t-CIs for underlying normal populations

For the paired t-test, the % a-Overlap is given by

o¼
ta=2,n�1ðSxþSyÞ=

ffiffiffi
n
p
�ðx�yÞ

ta=2,n�1ðSxþSyÞ=
ffiffiffi
n
p
þðx�yÞ

� 100% ð20aÞ

where the X-variate has the larger or equal mean. Because H0: md=0 must be rejected at the levelra
iff x�yZta=2,n�1 � Sd=

ffiffiffi
n
p

, then from (20a) H0 must be rejected at the a�100% level or less if

or
ta=2,n�1ðSxþSyÞ=

ffiffiffi
n
p
�ta=2,n�1 � Sd=

ffiffiffi
n
p

ta=2,n�1ðSxþSyÞ=
ffiffiffi
n
p
þta=2,n�1 � Sd=

ffiffiffi
n
p

" #
� 100% ð20bÞ

Thus, the maximum % overlap below which H0: md=0 must be rejected at the a-level is given by

or ¼
1þ

ffiffiffiffiffi
F0

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0�2r

ffiffiffiffiffi
F0

pq
1þ

ffiffiffiffiffi
F0

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0�2r

ffiffiffiffiffi
F0

pq
2
64

3
75� 100% ð20cÞ

The % overlap in (20c) depends only on the correlation coefficient r and the ratio of the two observed standard
deviations, i.e., it does not depend on a and specific values of Sx and Sy. It is interesting to note that when r=0 (i.e., X and Y

are independent) and F0=1, then Eq. (20c) reduces to 17.1573%.
Next, what should the individual confidence levels, 1�g , be so that the two independent CIs lead to an exact a-level

test on H0: md=0? It can be shown [see Huang (2008, Chapter 7)] that the value of g is obtained from:

tg=2,n�1 ¼ ta=2,n�1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0�2r

ffiffiffiffiffi
F0

pq
=ð1þ

ffiffiffiffiffi
F0

p
Þ ð21Þ

As r-�1, Eq. (21) shows that g-a, and consequently, the Overlap procedure becomes an exact a-level test, while if
r=1, the RHS of (21) attains its minimum leading to maximum value of g. When r=0 (i.e., independent X & Y), for very large
or very small values of F0 (=k2), in the limit Overlap becomes an a-level test.
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6. The impact of Overlap on b for unknown variances and nZ2

6.1. The case of H0: sx=sy=s not rejected leading to the pooled t-test

If the assumption sx=sy=s is tenable and because statistical theory dictates that the total resources, N=nx+ny, should
be allocated according to nx=sx N/(sx+sy)=N/2=ny, then the most common applications of the pooled t-test occur under
equal sample sizes. Because type II error Pr can be computed only when a LOS is specified and a=0.05 is nominal for most
applications, throughout this section all computations will be performed for a 0.05-level test. However, our results are
applicable to any LOS a by replacing 0.025 with a/2.

It is well known [see Johnson et al. (1995), Chapter 31] that the Standard type II error rate, for underlying normal
populations, is given by (a proof is also available on request)

b¼ Pr �t0:025,nrt0nxþny�2 d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nxny=ðnxþnyÞ

q
=s

h i
rt0:025

n o
ð22aÞ

where t0nxþny�2½d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nxny=ðnxþnyÞ

p
=s� represents a noncentral t�rv with n=nx+ny�2 df and noncentrality parameter

x¼ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nxny=ðnxþnyÞ

p
=s; further, t0.025=t0.025,v only for notational convenience. Note that only when d=0, the t0nx+ny-2 in

(22a) becomes the central t and b becomes equal to 1�a. When the sampling design is balanced, the OC function of (22a)
reduces to

b¼ Pr �t0:025rt02ðn�1Þðd
ffiffiffiffiffiffiffiffi
n=2

p
Þ=srt0:025

h i
ð22bÞ

As an example, suppose we draw a random sample nx=9 from a N(mx, unknown s2) and one of size ny=9 from another
N(my, s2) with the objective of testing H0:mx�my=0 at the nominal significance level of 5% versus the 2-sided alternative
H1:mx�mya0. We wish to answer the question ‘‘what is the Pr of accepting H0 if the true mean difference d=mx�my were
not zero but were equal to 0.80s?’’, i.e., we wish to compute the type II error Pr at d=0.80s. Then, the value of the
noncentrality parameter is equal to x¼ ðd=sÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nxny=ðnxþnyÞ

p
¼ ð0:80s=sÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81=18

p
¼ 1:69706 and the corresponding type II

error Pr from Eq. (22b) is equal to b=Pr(�t0.025,16rt016(1.69706 )rt0.025,16)=cdf[of t016(1.69706 ) at 2.119905]�cdf[of
t016(1.69706) at (�2.119905)]. Fortunately, both Minitab and Matlab provide the cdf of the noncentral t-distribution. Using
Minitab, we obtain b(at d=0.80s)=0.64205 so that the power of the pooled t-test at d=0.80s is equal to 1�b=0.35795.

It can be proven that the corresponding type II error Pr for Overlap is given below.

b0 ¼ Pr �AP rt0nxþny�2 d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nxny=ðnxþnyÞ

q
=s

h i
rAP

n o
, ð23aÞ

where Ap ¼ ðta=2,nx
Sx=

ffiffiffiffiffi
nx
p
þta=2,ny

Sy=
ffiffiffiffiffi
ny
p
Þ=ðSp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=nxþ1=ny

p
Þ. Note that if d=0, Eq. (23a) reduces to 1�a0 obtained from

Eq. (11a). In the case of balanced design, Eq. (23a) reduces to

b0 ¼ Pr �
ta=2,n�1ð1þ

ffiffiffiffiffi
F0

p
Þffiffiffiffiffiffiffiffiffiffiffiffiffi

1þF0

p rt02ðn�1Þ
d
s

ffiffiffi
n

2

r� �
Þr

ta=2,n�1ð1þ
ffiffiffiffiffi
F0

p
Þffiffiffiffiffiffiffiffiffiffiffiffiffi

1þF0

p
" #

ð23bÞ

Unfortunately, unlike the Standard b from Eq. (22a), the Overlap type II error Pr in Eq. (23b) not only depends on the
specified value of d/s but also on the realized value of F0. Thus, it is impossible to compute a priori Pr of Overlap type II
error, unless some rough value of F0 is available; this implies that there are an uncountable number of Overlap OC curves at
a=0.05, each valid for a realized value of F0.

As an example, suppose samples of sizes nx=ny=9 are drawn from two independent normal populations with
unknown but equal population variances. We wish to compute the Pr of accepting H0:mx�my=0 at a=0.05 if mx�my=0.80s
and the sample statistics are available as Sx=0.650 and Sy=0.540. Note that when nx=ny=n, it is sufficient to provide the
statistic F0 ¼ S2

x=S2
y instead of the specific values of Sx and Sy. Because ta/2,n�1=t0.025,8=2.306004, the noncentrality

parameter x¼ ð0:80s=sÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81=18

p
¼ 1:6970563, Eq. (23b) yields b0(at d=mx�my=0.80s, nx=9, ny=9)=Pr[�3.247338r

t016(1.6970563)r3.247338]=0.904231. This last value of b0 is much larger than b=0.64205 from the Standard method, as
expected. The % relative error depends on nx, ny and d/s.
6.2. The case of H0:sx=sy rejected leading to Welch’s Approximate two-sample t-test

The formulas for degrees of freedom in Eq. (12) rarely lead to an integer and is generally rounded down to make the test
on H0:mx�my=0 conservative, i.e., the rounding down n in (12) increases the P-value of t-test. However, programs like
Matlab and Minitab provide the cdf and quantiles of the t-distribution for non-integer values of n. It has been verified by
the authors that n in Eq. (12) attains its minimum when the smaller sample has much larger variance and vice a versa. Even
then, it is for certain that Min(nx, ny)onrnx +ny, and hence the two-sample approximate t-test, as expected and well
known, is less powerful than the pooled t-test. When H0:sx=sy is rejected at the 20% level, the type II error Pr of a 5%-level
test, for underlying independent normal populations, is approximately given by

b� Prð�t0:025,nrt0rt0:025,n9mx�my ¼ dÞ, ð24Þ
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where t0 ¼ ðx�yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
is approximately central t distributed when H0 is true with df, n, given in Eq. (12).

When H0 is false, the authors have also verified that the exact SMD of the statistic t0 ¼ ðx�yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
under the

alternative H1: mx�my=da0, unlike the case of sx=sy=s, is intractable using a central w2
n , due to the fact that t0 is not a

likelihood ratio test statistic. As far as we know, the exact PWF of the t-Prime test (or the two-independent samples t-test)
has not yet been derived in statistical literature. The following, results existing in statistical literature, is only an
approximation because, to our knowledge, there does not exist an exact equation for type II error Pr of testing H0:mx�my=0
when the two underlying normal population variances are unknown and also unequal. Consequently,

b� Prð�t0:025�Drtvrt0:025�DÞ; ð25Þ

where the Studentized true mean difference D¼ d=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
, and n is computed from (12). Unfortunately, the

approximate expression for b in Eq. (25) still depends on the sample seðx�yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
, and therefore, the

approximation in (25) can be carried out if d is specified in terms of seðx�yÞ, or in units of mx�my, in which case the realized

values of S2
x and S2

y have to be used posteriori in order to approximate a priori type II error probability.

For example, suppose samples of sizes nx=11 and ny=7 are drawn from two independent normal populations with

unknown and unequal variances. We wish to compute the Pr of accepting H0:mx�my=0 at a=0.05 if mx�my=d=0.4, the
sample statistics are Sx=0.880, Sy=0.540, F0=2.65569 (note that this is not significant at the 20% level but sample sizes are
too small), and the sample se ratio k=1.30000. Eq. (12) gives n=60(1.30002+1)2/(6�1.30004+10)=15.99928 df, t0.025=

t0.025,15.99928=2.119913, D¼ ðmx�myÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2

x=nxÞþðS2
y=nyÞ

q
¼ 1:194924, so that �t0.025�D=�3.314837, t0.025�D=0.92499,

and b (at d=0.40)EPr(�3.314837rt15.99928r0.92499)=0.8156432�0.00219022=0.813453. Note that this last approx-
imate type II error Pr would be in precise agreement with what UCLA’s Statistics Department Power Calculator may have
on their website (www.stat.ucla.edu), as stated by Devore (2008, pp. 340-341), because Eq. (25) exactly checked against
Devore’s (2008) examples atop his p. 341, to 4 decimals, which used the Power Calculator.

The type II error Pr from the Overlap is given below [for details see Huang (2008), Chapter 8].

b0 � Pr½ð�A�dÞ=seðx�yÞrtvrðA�dÞ=seðx�yÞ�, ð26Þ

where A¼ ta=2,vx
Sx=

ffiffiffiffiffi
nx
p
þta=2,vy

Sy=
ffiffiffiffiffi
ny
p

and n is given by Eq. (12). For example, if d=0.40, nx=11, and ny=7, Sx=0.880 and
Sy=0.540, A=1.090609, n=15.9993 as before, seðx�yÞ ¼ 0:33475, and Eq. (26) now gives b0(atd=0.40) E Pr[�1.49061/
se(x�y)rt15.9993r0.69061/0.33475]=0.971937, as compared to the Standard value of b(at d=0.40)=0.813453, resulting in
a % relative error of 19.483% in type II error Pr.

6.3. The impact of Overlap on type II error probability for correlated samples

Consider a 5%-level test of H0:mx�my=md=0 versus the 2-sided alternative H1: mda0, where the paired response (x, y)
comes from a bivariate normal universe so that X and Y are correlated random variables with unknown correlation
coefficient r. It is widely known that for a 5%-level test

b¼ Pr½�t0:025,n�1rt0n�1ðxÞrt0:025,n�1� ð27Þ

Eq. (27) shows that the exact SMD of t0 ¼ d
ffiffiffi
n
p

=Sd under the alternative H1: mda0 is the noncentral t with n=n�1 df and
noncentrality parameter x¼ md

ffiffiffi
n
p

=sd (a proof is also available on request), while the null SMD of t0 is the central
tn�1=t0n�1(0). For example, suppose we wish to compute the type II error Pr when testing H0: md=0 at the 5% level with a
random sample of size n=10 blocks from a bivariate normal population versus the alternative H1: md=0.50sd. From
Eq. (27), b(at md=0.50sd)=Pr(�t0.025,9rt0n�1(x)rt0.025,9), where x¼ 0:50sd

ffiffiffiffiffiffi
10
p

=sd ¼ 1:581139. Consequently using
Matlab, we obtain b (at md=0.50sd, n=10)=Pr(�2.262157rt09(1.581139)r2.262157)=0.7068244.

It can be proven [see Huang (2008, Chapter 8)] that the type II error Pr for the paired t-test using the Overlap is given by

b0 ¼ Pr �ta=2,n�1
1þ

ffiffiffiffiffi
F0

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0�2r

ffiffiffiffiffi
F0

pq
0
B@

1
CArt0n�1ðxÞrta=2,n�1

1þ
ffiffiffiffiffi
F0

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þF0�2r

ffiffiffiffiffi
F0

pq
0
B@

1
CA

2
64

3
75 ð28Þ

where x¼ md

ffiffiffi
n
p

=sd as before. Eq. (28) shows that the impact of negative r is to reduce the Overlap type II error Pr while the
impact of positive correlation is to increase b0. As r-0, b0 in (28) does not approach b0 in (23b) because (28) was derived
from a RCBD, while (23b) was derived from a CRD.

7. Summary and conclusions

Section 2 used the normal underlying populations with known variances to prove asymptotic results that already
existed in Overlap literature, some of which were also obtained only through simulation. It was proven that for the
nominal significance level a=0.05, the corresponding 95% overlapping CIs provide a much smaller LOS a0=0.0055746.
Although, the Overlap literature has never considered the one-sided alternative, we showed that the Overlap LOS is ½ of
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the corresponding two-sided alternative (i.e., the Overlap procedure becomes even more conservative for a one-sided
case). Second, a concept that had not been discussed in Overlap literature is the maximum % overlap that two independent
CIs can have below which the null hypothesis of equality of means or variances must still be rejected at a pre-assigned
LOS a. It was proven that this maximum % overlap depends only on the standard error ratio, K, and in the case of known-
variances is equal to 17.1573% only at K=1, and uniformly diminishes to zero as K-0 or N, i.e., the Overlap slowly
converges to an exact a-level test for the limiting values of K.

Section 3 examined the overlapping CIs for the ratio of two normal population variances against the Standard method
that uses Fisher’s Fnx,ny

distribution. Statistical literature had not investigated the Overlap procedure for the ratio of two
variances. As in the case of process means, Overlap greatly reduces the LOS of the test, and the limiting value (i.e., as
nx=ny-N) of a0 at a=0.05 is also 0.0055746, while at nx=ny=2, a0=0.0178. Further, as nx/ny-N or 0, a0-a.

Section 4 examined the impact of Overlap on type I error Pr for underlying normal populations with unknown
variances, but sample sizes nx & nyZ2, using the pooled t and two-independent sample t statistics, and also examined the
effect of negative and positive correlations on the Overlap procedure. We also highlighted some inexact results reported in
Overlap literature for small sample sizes.

Section 5 derived the % overlap and the individual confidence levels of two independent CIs when variances are
unknown for all sample sizesZ2.

Section 6 used the noncentral t-distribution to obtain formulas for the OC curve (and also power function) of Overlap
in the case of underlying normal populations with unknown variances and sample sizes nx and nyZ2, which also holds
approximately true when the underlying distributions are non-normal but both nx & ny460.
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