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Abstract—A testability measure provides test-related infor-
mation about signal nodes of a circuit. Operations like test
generation and test point insertion are exponentially complex
in terms of the circuit size. Therefore, to be useful testability
measure computation is kept linear, which makes the mea-
sures like controllabilities and observabilities, approximate. Well-
known testability measures like SCOAP (Sandia controllabil-
ity/observability analysis program) or COP (controllability and
observability program) have played important roles in algorithms
for test generation, test point insertion, and other test-related
functions. Even the quantities such as distances of a node to
primary input and output have been used as simple measures.
Years of experience have shown that no single measure works
for all situations – in test generation SCOAP may work best
for one fault, while COP or distance do better for other faults
in the same circuit. This study amalgamates all three measures
mentioned here using the principal component analysis (PCA),
an unsupervised machine learning procedure. This amalgamated
measure, when used by a test generation program produced
unexpected benefits. First, the measure reduced the test gener-
ation program backtracks for hard-to-detect faults below those
by any single testability measure; the number of backtracks is
a direct indicator of computing effort. Second, the backtracks
reduced to 0 for several faults. This study tries to prove the
efficacy of amalgamation by running categorical experiments,
namely, testability analysis accuracy, ATPG improvements, and
faults classification. In the continuing investigation, we plan
to combine more testability measures into PCA. We will also
investigate applications like test-point insertion and other test
related functions in the future.

Index Terms—ATPG, Backtrace, COP, Digital testing, Machine
intelligence (MI), Machine learning (ML), PODEM, Principal
component analysis (PCA), SCOAP, Testability measures, Unsu-
pervised learning.

I. INTRODUCTION

Testability measures occupy a full chapter in a book on
testing [1]. So what is new? This paper discusses the improve-
ments machine intelligence is bringing.

It began in 1960s. Electronic circuits were moving from
discrete component assemblies to integrated circuits. With
increasing levels of integration the capability of probing signal
nodes declined. Thus, arose new test problems. Focusing atten-
tion to digital circuits, we note that faults modeled at all signal
nodes had to be tested by inputs applied at primary inputs
(PI) and observing responses at primary outputs. Although
algorithms [2]–[4] could find test inputs, generation of some
tests took too long. No surprise, soon it was proven that the
worst-case complexity of test generation is exponential in the
circuit size [5]. Typically, the design and verification of a
circuit would be followed by test generation, and if a large set
of faults have close to worst-case test generation complexity,

the design is modified for improved testability and re-verified
before test generation.

There are two difficulties with this scenario. First, the recy-
cling of design process involves time and cost, and, second,
improving testability requires a review of the circuit structure
by experts who are in short supply, especially since circuit
applications are spreading fast like wild fire.

Testability measures [6]–[14] provide a solution. These are
defined for each node as controllability and observability, two
parameters adopted from control theory [15]. A testability
measure interprets the parameter as either effort, or probability,
or simply as logic depth. To keep the computation simpler
than actual test generation, the measures use approximation,
making them inexact. As a result, a measure may work well
for some faults and not not so for others. One measure may
work well for shallow circuits while other may favor deep
logic structures. Similarly, one measure may deal better than
others for reconverging fanout signals.

Interpretations [16], applications [17], limitations and im-
provements [18] were explored, resulting in many testability
measures. A useful application has been automatic test pat-
tern generation (ATPG), where testability measure guides the
heuristic choices. Since no measure is perfect, it was suggested
that ATPG may be repeated, each time with a different testa-
bility measure [19], [20]. This makes the program execution
somewhat clumsy. However, the situation improves if several
measures can be combined [21]–[26].

The present work gives a procedure to amalgamate several
testability measures into a single measure. It is a two step
process. First, all measures are set in the same phase and
normalized to the same range. To understand the phase,
consider two measures, COP [9] and SCOAP [8]. In COP
a difficult to observe node will have a small probability of
observing at a PO, or a low observability value. On the other
hand, SCOAP will show high observability value representing
the effort of observing. As explained in Section IV, the
measures are subjected to phase-matching and normalization.
The second step then combines the measures by principal
component analysis (PCA), a statistical procedure used in
unsupervised learning.

This article is organized as follows. Section II summarizes
testability measures. Section III explains some essentials of
PCA. Section IV gives the process of amalgamating testability
measures. In Section V, a PODEM [3] ATPG guided by
the amalgamated testability measure is compared with those
guided by conventional single testability measures on selected
samples of faults and on fault groups that have not been
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covered by random patterns. Section VI suggests future work
as we move forward, and Section VII winds up the article.

II. PRIOR WORK

Early work [8] developed a linear complexity algorithm
called Sandia controllability/observability analysis program,
commonly known as the SCOAP testability measure. It de-
fined 0 and 1 controllabilities for each signal determining the
effort (or difficulty) of setting the line to a logic 0 and 1, re-
spectively. Another algorithm COP [9] provided a single-pass
probabilistic testability measure. The 1 or 0-controllability
is the probability of signal on line l being set to 1 or 0
by a random input vector. Some approximations used in the
aforementioned testability measures have been examined over
the years. Both SCOAP and COP have significant inaccuracies
due to the assumption that signals at reconvergent fanout stems
are independent, which makes them inaccurate at predicting
detectability of faults.

A higher accuracy signal probability computing algo-
rithm [27] used an algebraic procedure for line controllabil-
ities. Another procedure, PREDICT [11], [12], proposed a
graph-partitioning of the circuit into supergates that include re-
convergent fanouts, of course, at the expense of computational
cost. The cutting algorithm [28] cuts selected fanout lines to
make the circuit a tree structure and then initializes the cut
lines to a controllability range [0,1]. The modified network has
no reconvergent fanout and controllability bounds can be easily
computed for all lines. For some signals these bounds may not
be narrow enough to be useful. To overcome this disadvantage,
COP [9] provided a probability based testability measure that
maintains computational efficiency by neglecting signal cor-
relations. A later analysis of the error in detection probability
calculation [29] concluded that probabilities of control and
observation of a line cannot be multiplied since those are not
independent events. The statistical fault analysis procedure,
STAFAN [10], defined 0-observability and 1-observability of
a line l as probabilities of the line being observed with value 0
or 1, respectively. Now, the observabilities are conditional and,
therefore, they can be multiplied by appropriate controllabili-
ties, without error, to obtain fault detection probabilities. Other
authors [30], [31] used the conditional observabilities to obtain
exact detection probabilities. Also worth mentioning are a fast
testability analysis program [18] and a high-level testability
measure [32]. Applications of machine intelligence in this area
have also begun [33]–[36].

Any single testability measure can help provide heuristics
for ATPG and test point insertion (TPI) algorithms. Various
noteworthy theories [5] show that the ATPG and TPI for
combinational circuits belong to the class of NP-complete
problems, which means having greater than polynomial com-
putation time complexity. Heuristic search techniques are used
in ATPG for efficiency [34] and in TPI for superior testpoints
(TPs) indicated by higher fault coverage and reduced TPI
time [37]–[39]. Recent work [40] presented an ANN-based
signal probability predictor for VLSI circuits considering
reconvergent fanouts.

III. PRINCIPAL COMPONENT ANALYSIS (PCA)

As data mining and pruning techniques address expanding
storage and computation challenges, PCA applications grow.

The PCA is classified as unsupervised learning in the field of
machine intelligence. Although PCA was discovered a century
ago [41], [42], its usage expanded when multiple disciplines
began to use computer-based applications. It is a dominant data
dimension reduction tool that transforming data into principal
components (PC). Each PC has linear pivoting on the original
dataset that maximizes variance of uncorrelated data while
keeping statistical information intact. PCs are evaluated from
the original data using single value decomposition (SVD) [43]
to choose PCs based on either correlation or covariance matrix.
When we apply PCA, it is important to understand how
much of data variation is delineated or explained by each PC.
There enters the concept of explained variance that measures
the variance’s proportion in the data, explained by each PC.
“Explained variance” is a measurement in statistics that tells us
how much variation in a dataset can be contributed to each of
the PCs (eigenvectors) originated by the PCA method. Simply
explained, variance refers to data variability in the dataset
that can be contributed to the individual PC. This statistical
parameter is vital for ranking the PCs in order of importance
while incorporating them in our study of this article.

In our application, PCA combines multiple testability mea-
sures, shrinks the entire dataset comprising of testability mea-
sures of the entire circuit, and produces PCs with orthogonal
characteristics from individual testability measure. This kind
of unique potential of a novel MI-based testability measure
was never explored before and its efficacy is worth observing
in different applications. One such application is ATPG where
it shows a remarkable improvement in performance and in
detecting faults of varying nature quickly, and with no or near-
zero backtracks.

IV. THE AMALGAMATION METHODOLOGY

In general, any number of testability measures can be amal-
gamated (combined) by an unsupervised machine learning
procedure using PCA. In the present work, we combine three
measures, distance [3], COP [9], and SCOAP [8], specified
below for each signal in the circuit:

Distance [3]: Two distances, dPI and dPO are logic depths
in terms of number of logic gates on shortest paths to primary
inputs (PI) and primary outputs (PO), respectively.

COP [9]: Estimated probabilities for signal values 0 and
1 are called combinational controllabilities, CC0 and CC1,
respectively, assuming a random input is applied to the circuit.
Since CC0 = 1 − CC1, we consider just one quantity, i.e.,
CC1.

SCOAP [8]: Estimated efforts are SCOAP combinational
controllabilities SC0 and SC1, and SCOAP combinational
observability SCO, needed for setting the signal to 0 and 1,
and observing its value at PO, respectively.

The combination process has following steps:

• For testability measures, e.g., distance [3], COP [9], and
SCOAP [8], to be combined, compute relevant values
corresponding to each signal node in the circuit.

• All measures are numerical and positive. We normalize
each to the range [0,1].

• Phase correction - Consider SCOAP, which is a measure
of effort. Thus, low or closer to zero 0-controllability
means that the node is easy to set to 0. On the other
hand, COP [9] estimates probability and for the same
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TABLE I
INPUT IS SELECTED BY BACKTRACING THROUGH A GATE USING

TESTABILITY MEASURES. THE ENTRIES WITH BOLDFACE REPRESENT

CONFLICTING CRITERIA AGAINST dPI (USED AS REFERENCE). THESE

BOLDFACED VALUES OF CONFLICTING TESTABILITY MEASURES ARE

COMPLEMENTED BEFORE APPLYING PCA ONTO THEM AND OUTPUT

PRINCIPAL COMPONENTS P0 AND P1 .

Gate Output Various Testability Measures PCA
type value dPI CC1 SC0 SC1 P0 P1

AND
0 min min min MAX min
1 max MIN MIN max max

OR
0 max max max MIN max
1 min MAX MAX min min

NAND
0 max MIN MIN max max
1 min min min MAX min

NOR
0 min MAX MAX min min
1 max max max MIN max

TABLE II
HEURISTIC SELECTION OF D FOR D-DRIVE FROM D-FRONTIER. VALUES

WITH BOLDFACE ARE HAVING CONFLICTS THAT CAN RESOLVED BY

TAKING COMPLEMENT BEFORE AMALGAMATING VIA PCA TO PD . dPO
IS TAKEN AS REFERENCE.

Selection criterion for D-drive w.r.t. testability measures
Distance dPO COP CO SCOAP SO PCA PD

min MAX min min

node the 0-controllability will be closer to 1. Assuming
that the combined measure is to have the probability
interpretation, the normalized SCOAP values should be
complemented (subtracted from 1.0) in order to align with
other measures. This process is given in Table I for 0 and
1-controllabilities to be used in the backtrace of ATPG,
and in Table II for observability to be used in D-drive.
We will refer to it as the min-max criterion, where a
boldface MIN or MAX indicates that the measure should
be complemented (subtracted from 1.0). Here distance
is taken as the reference. For example, if an AND gate
output is to be justified as 1, then all inputs will have to be
1, and the backtrace should proceed through the untraced
AND-gate input with largest dPI . Thus, CC1 and SC0
should be complemented and SC1 left unchanged.

• All measures are combined using the principal component
analysis (PCA) [77]. If n measures are being combined,
then PCA computes n values for each node of the circuit.
The largest of these is the principal component and
used as the combined measure. The analysis is repeated
three times to generate the combined 0-controllability, 1-
controllability and observability for each node.

P0: Four-dimensional data i.e., dPI , CC1, SC0, SC1 of
each signal node in a circuit is combined by PCA. For each
node of the circuit, a row in Table I corresponds to gate
type whose output is being set to logic 0. Min-max criterion
shown in bold face in the table requires complementing the
measure. PCA produces four principal components, P0#1,
P0#2, P0#3 and P0#4. P0#1 (or P0) is selected as major
principal component having maximum explained variance, i.e.,
carrying orthogonal features (Fig. 1).

P1: Four-dimensional data i.e., dPI , CC1, SC0, SC1 of
each signal node in a circuit is combined by PCA. For each
node of the circuit, a row in Table I corresponds to gate
type whose output is being set to logic 1. Min-max criterion
shown in bold face in the table requires complementing the
measure. PCA produces four principal components, P1#1,
P1#2, P1#3 and P1#4. P1#1 (or P1) is selected as major
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Fig. 1. PCA for backtracing 0 in ISCAS’85 and ITC’99 benchmarks. Logic
0 output state is assumed for all gates during PCA. Items with conflicting
criteria, shown in bold in Table I, were complemented. Four PCs are P0#1,
P0#2, P0#3 and P0#4. The major PC P0#1, tallest bars shown in blue, are
selected as P0 of Table I.
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Fig. 2. PCA for backtracing 1 in ISCAS’85 and ITC’99 benchmarks. Logic 1
output state is assumed for all gates during PCA. Items with conflicting
criteria, shown in bold in Table I, were complemented. Four PCs are P1#1,
P1#2, P1#3 and P1#4. The major PC P1#1, tallest bars shown in blue, are
selected as P1 of Table I.

principal component having maximum explained variance, i.e.,
carrying orthogonal features (Fig. 2).

PD: Three-dimensional data i.e., dPO, CO, SO of each
signal node in a circuit is combined by PCA. For each node
in the circuit, Table II provides a min-max criterion (bold
face means complement the measure). PCA produces three
principal components, P0#1, P0#2, and P0#3. P0#1 (or PD)
is selected as major principal component having maximum
explained variance, i.e., carrying orthogonal features (Fig. 3).

�

���

���

���

���

�

���

	�



��
�

��
�

��
�

��
�

��



	�
�� ��
�

��
�

	�

� ��
�

��



	�
��

	�

�
�

��
�

��



	�
�

�

��
�

	�
��
�

	

��
�

	�

�
�

	

��
�

��
�

	�
��
�

��
��

��
�	


�
��


��
��

	

�	�����
����
�����

���� ���� ���


Fig. 3. PCA for directing D-drive in ISCAS’85 and ITC’99 benchmarks.
Items with conflicting criteria, shown in bold in Table II, were complemented.
Three PCs are PC#1, PC#2 and PC#3. The major PC PC#1, tallest bars shown
in blue, are selected as PD of Table II.
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Fig. 4. Comparison of fault coverage when a single testability measure (TM)
guides backtracing as opposed to amalgamated testability measure (PCA) to
detect testable and redundant checkpoint faults left over from random pattern
detection. PCA provides steady and often considerable benefits; positive or no
bars show improved or same fault coverage by PCA as by a single measure.

V. EXPERIMENTAL RESULTS

We hope our study will inspire electronic design automation
(EDA) vendors to incorporate MI in there ATPG programs.
Without access to internal details of commercial software,
we restricted our experiments to in-house EDA tools for
comparing algorithmic improvements.

All experiments were run on Intel-8700 processor and 8
GB RAM workstation. This EDA software was implemented
in C++ using MSVC++14.15 compiler with optimizing per-
formance. The PCA was executed using python and PODEM
ATPG [3] was implemented with an event-driven simulator [1].
The PODEM was programmed such that any testability mea-
sure, distance [3], COP [9], SCOAP [8], or PCA, could be
applied to benchmarks [44], [45]. Since the ATPG is time
expensive, some faults may be aborted. Almost similar fault
coverage could be obtained with each testability measure by
implementing appropriate per-fault time limit.

Our ATPG system works on all checkpoint single stuck-
at faults and has an intial phase of random pattern detection
(RPD) using a fault simulator. Only the faults not detected
by random patterns are supplied to PODEM ATPG guided
successively by a single testability measure, distance, COP,
or SCOAP, and by amalgamated (combined) measure referred
to as PCA. To establish the efficacy of PCA, three sets of
experiments are recorded in the following subsections.

A. Testability Measure Accuracy

These experiments are also carried out on faults left over
from random pattern detection to examine the effectiveness
of amalgamating testability measure (PCA) in PODEM ATPG
application. Per-fault ATPG time limit for each single measure
guidance as well as for PCA guidance was kept constant.
Results in Fig. 4 show zero relative change in fault coverages
in most cases (no bars), some higher coverages by PCA
(positive bars), and a few dropped coverages (negative bars).

B. ATPG Performance Improvement

The next set of experiments examines the performance in
terms of CPU time and backtracks for PODEM ATPG guided
by single testability measures (TM) and the amalgamated
measure (PCA). Figures 5 and 6 show the results where, as
before, circuits are arranged left to right in order of increasing

����
�

���
����
����
����
����
����
����
����
����

��



��
�

��
�

��
	

��
�

��



��
�� ��



��
�

��


 ��
�

�


� ��



��
��
�

��
�

��
�

��

�



��
�

��
�

��
	

�

��
��
�

�	
�




��
��
�

�

��
�

�
�
�
��
�
�
�	


�

��
�

��

�

�

��
��
��

� ��� � �

���� � ��

Fig. 5. Comparison of CPU time when single testability measure (TM) is
applied to PODEM backtrace as opposed to amalgamated testability measure
(PCA) to detect the left over testable and redundant checkpoint faults after
random pattern detection. Clearly, PCA provides steady and often considerable
benefit; positive bars show reduced CPU time by PCA over a single measure.
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Fig. 6. Comparison of total backtracks when single testability measure
(TM) is applied to PODEM backtrace as opposed to amalgamated testability
measure (PCA) to detect the left over testable and redundant checkpoint
faults after random pattern detection. Again, PCA provides steady and often
considerable benefits, positive bars show reduced backtracks by PCA over a
single measure.

node count. Target faults are all checkpoint stuck-ats left over
from random ATPG. Result for each circuit contains three bars
showing the CPU time (Fig. 5) or total number of backtracks
(Fig. 6) corresponding to TM, normalized percentage with
respect to the same quantity for PDA.

Results illustrate that multiple single testability measures
amalgamated as a linear combination effectively brings down
backtracks and ATPG CPU time over any single testability
measure. Circuits b03, c432, b10, b13, c880, b07, b05, b12,
c5315, c7552, c1355, c2670, c3540, b04, b11, b08, c499
and c6288 had significant lowering of backtracks and CPU
times (Figures 5 and 6). PCA is frequently the best testability
measure, but even when it is not, it is never the worst. There
are no backtracks in c17, b02, b01, b06, and hence there is no
scope for improvement by PCA. However, the elusive goal of
achieving zero backtracks by amalgamated testability measure-
based PODEM ATPG is achieved for b09 as shown in Fig. 6;
the percent reduction in CPU time is shown as positive bars
in Fig. 5, but the percent reduction to zero backtracks could
not be shown.

C. Fault Classes

We used samples of easy-to-detect (ETD), hard-to-detect
(HTD), and redundant (RED) faults in circuits c6288 and
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TABLE III
BACKTRACKS IN PODEM ATPG WITH HEURISTIC GUIDANCE FROM

DISTANCE, COP, SCOAP, AND PCA FOR 12 SAMPLE FAULTS

(HARD-TO-DETECT, EASY-TO-DETECT, AND REDUNDANT) OF C6288.

Testability class Backtracks for various guidance data
of fault Distance COP SCOAP PCA

Hard-to-detect #1 128 1 129 0
Hard-to-detect #2 64 10 64 0
Hard-to-detect #3 3 10 1 0
Hard-to-detect #4 2 10 3 0
Hard-to-detect #5 3 10 128 0
Hard-to-detect #6 3 10 1 0
Hard-to-detect #7 2 4 3 1
Easy-to-detect #1 3 1 4 0
Easy-to-detect #2 2 9 1 0
Easy-to-detect #3 3 1 6 0

Redundant #1 7 7 4 3
Redundant #2 11 10 7 4

TABLE IV
BACKTRACKS IN PODEM ATPG WITH HEURISTIC GUIDANCE FROM

DISTANCE, COP, SCOAP, AND PCA FOR 12 SAMPLE FAULTS

(HARD-TO-DETECT, EASY-TO-DETECT, AND REDUNDANT) OF B07.

Testability class Backtracks for various guidance data
of fault Distance COP SCOAP PCA

Hard-to-detect #1 122 720 105 56
Hard-to-detect #2 86 92 94 80
Hard-to-detect #3 36 170 68 0
Hard-to-detect #4 2 978 2 0
Hard-to-detect #5 22 19 154 5
Hard-to-detect #6 2 2 2 0
Hard-to-detect #7 13 2 2 0
Easy-to-detect #1 1 26 7 0
Easy-to-detect #2 1 22 9 0
Easy-to-detect #3 2 250 2 0

Redundant #1 94 92 94 80
Redundant #2 98 92 96 86

b07 to evaluate the efficacy of guidance by amalgamated
testability measure in ATPG application through a fault-by-
fault approach. Tables III and IV show reduced number of
backtracks (almost zero in many cases) to detect ETD, HTD,
and RED faults. Another interesting observation is that the
number of backtracks for redundant faults never drops to zero,
which confirms that at least one backtrack is needed to finish
off the search for such a fault.

This experiment provokes some interesting thoughts. With
amalgamated testability measure, a circuit can either have de-
tectable faults (fast enough in terms of detection) or redundant
faults (fast enough to declare a fault as redundant) since PCA-
guided ATPG can reduce backtracks to zero for both HTD and
ETD faults. This will remove the demarcation of easy or hard
faults and boils down the fault classification list to only two
categories of faults, i.e., detected faults and redundant faults.
However, this experiment points to a prominent disadvantage,
i.e., one cannot classify faults in a circuit without apply-
ing ATPG. That could change since amalgamated testability
measure-guided ATPG runtime is substantially low.

VI. DISCUSSION AND FUTURE WORK

This study entails experiments mentioned above whose
conclusiveness can be gauged by their empirical data. The
CPU time in Fig. 5 and total number of backtracks in Fig. 6 for
ATPG reduced steadily across benchmarks when ATPG was
guided by the amalgamated testability measure as opposed to a

single testability measure. Therefore, it can be concluded that
amalgamated testability measure may be the best compared
to single testability measure. Research and development to
significantly advance the state-of-the-art has always been a
constant thrive in the VLSI industry and this is the first time an
MI-based testability measure is shown to radically improve the
detection of hard-to-detect faults in large circuits, containing
long paths and reconverging fan-outs.

This work is meant to be thought-provoking and should
encourage us to drive more experiments in the near future.
First, amalgamating more testability measures using machine
intelligence whether it is ANN or PCA or any other MI model.
We know reconvergent fan-out injects nuances in the circuit
and thereby changes the detection characteristics of respective
faults and leads to backtracking in ATPG. Also, testability
measures have significant inaccuracies due to the assump-
tion that signals at reconvergent fanout stems are treated as
independent. MI hopefully solves this problem of detecting
faults on reconverging fan-out stem, that further eases the
complexity of NP-hard problems like ATPG and test point
insertion and also eases the complexity of testability measure
calculation by instrumenting a method that can make MI-
based testabiity measure, a one pass fault classifier without
performing ATPG. Also, a technique may be devised to
have a probabilistic MI-based testability measure so that it
is portable and accountable for applying direct translation to
fault coverage without applying fault simulation and ATPG.
Various other applications such as assessment of random
pattern testability [28], effective approach to approximate fault
simulation [46], structural partitioning into cones [9], critical
delay path tracing and characterization of the module in
terms of “testability signature” [47], improvement in yield and
quality, test point insertion [40], [48] might show bump in their
performance metrics using MI-based testability measure.

VII. CONCLUSION

Human thought process often hits a wall while exploring a
hard problem. Such are the NP-hard problems in VLSI testing,
like ATPG and test point insertion – using a single testability
measure to lower the test generation time or test point insertion
time still presents a challenge. Although, no commercial tool
exists, the SAT-based techniques [49] and exploration of MI-
based application using SAT has been reported [50] as an
in-house tool. Research on quantum computing is advancing
and quantum-based test generation algorithms may surpass
our expectation. Attempts have been made to manifest the
expectation [51], [52]. Finally, until a solution is proven to
be optimal, there is always hope for further improvements.

Amalgamated testability measure-guided ATPG reduced the
total number of backtracks and ATPG CPU time. In practice,
easy faults are detected by random vector ATPG and the left
over hard-to-detect faults are detected by algorithmic ATPG.
Tables III and IV empirically establish that aforesaid detection
process of hard-to-detect faults may consume much less time
when an amalgamated testability measure is ported inside
ATPG. The increasing complexity of VLSI provides strong
motivation to amalgamate many more testability measures in
the future.
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