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Abstract
Vector sequences generated from functional description of digital circuits exercise a sufficient set of key or critical operations and are used for verification of pre-synthesis architecture and post-synthesis logic design. We analyze these vectors using Hadamard matrices and determine the prominent or essential Walsh spectral components and the low intensity noise-like components. This implementation-independent spectral information is then used to generate fault coverage vector sequences for gate-level non-scan implementations by making use of Hadamard matrix again and by randomly perturbing the Walsh spectra in which the essential components are left unperturbed.  At the gate-level, a fault simulator is used to compact the vector sequences. We give results for three non-scan ISCAS’89 and one ITC’99 benchmarks for which functional descriptions were available. Our results show that the spectral vectors are comparable in fault coverage and test length to gate-level sequential ATPG.

1. Introduction

Verification of a digital system checks the functional correctness, which is essential before proceeding with low-level implementation and manufacture. Verification vectors are created from the knowledge of the input-output behavior and exercise all or most functions with selected critical data patterns. These vectors are used for simulation of the architecture-level, register-transfer level (RTL), and gate-level designs. Such vectors are also found to be useful in detection of several kinds of manufacturing defects such as timing faults. However, they have not been used in manufacturing test because of a usually low gate-level stuck-at fault coverage and large test data volume. Therefore, the problem of finding a small subset of functional vectors with high fault coverage is of interest.

We develop a new spectral method to generate vectors that resemble, though they are not the same as, functional vectors. Analysis shows that the temporal behavior of a functional vector sequence is largely described by a digital spectrum of Walsh functions. Besides, recognizable Walsh functions a functional sequence also contains random behavior. Using these two characteristics, we generate vector sequences for gate-level fault coverage. Only a gate-level fault simulator is used; no ATPG program is required.
2. Background
Background work related to our research has been in two directions, namely, behavior or RTL test generation, and spectral test generation.
2.1 Register­Transfer Level Methods
Several RTL test generation methods have been proposed. Ravi and Jha [Ravi and Jha (2001)], Ghosh and Fujita [Ghosh and Fujita (1999)], Kim and Hayes [Kim and Hayes (1998)] and Goloubeva et al. [Goloubeva et al. (2002)] use pre-computed test sets for RTL constructs like adders, multiplexers etc. and derive test vectors for the whole RTL circuit. Pre-computed test sets either make assumptions about the synthesis of the design or use a superset of the actually required test vectors. All of them use some kind of data structure or metrics to derive the RTL test sets, which have implications of large memory and computation overheads.
Ravi and Jha [Ravi and Jha (2001)], and Kim and Hayes [Kim and Hayes (1998)] use controllability and observability metrics, while Ghosh and Fujita [Ghosh and Fujita (1999)] and Goloubeva et al. [Goloubeva et al. (2002)] use data structures like decision diagrams. Yi and Hayes [Yi and Hayes (2005)], and Pomeranz and Reddy [Pomeranz and Reddy (1999)] have proposed a fault model which considers fault activation and propagation from the primary inputs to primary outputs.  Test vectors can then be generated to cover these faults. However these fault models have been restricted to only combinational circuits.
Thaker et al. [Thaker et al. (2003)] have shown that a set of stuck-at faults of variables in high-level synthetic operators and at the boundaries of RTL modules can be used as a statistical sample for the gate-level coverage analysis. Recent work by Kang et al. [Kang et al. (2006)] uses a set of stuck-at faults on primary inputs for high-level coverage analysis. Their sensitization fault coverage considers the detection of each primary input fault separately at every primary output. The coverage of sensitization faults is shown to correlate well with the stuck-at fault coverage in any gate-level implementation.

2.2 Spectral Methods
In 1983, Susskind [Susskind (1983)] showed that Walsh spectrum can be used for testing a digital circuit. General properties and applications of digital spectra can be found in the published literature [Beauchamp (1984), Falkowski (2002), Hurst (1985) and Thornton (2001)]. Hsiao and Seth [Hsiao and Seth (1984)] further expanded that work to compact testing. More recently, Giani et al. [Giani et al. (2001)] have reported spectral techniques for sequential ATPG and built-in self-test. Hsiao’s group at Virginia Tech has published further work on spectrum-based self test and core test [Chen and Hsiao (2002), Chen and Hsiao (2006), Kasturirangan and Hsiao (2002)]. Khan and Bushnell [Khan and Bushnell (2006)] have designed hardware signature analyzers using spectral components. Zhang et al. [Zhang et al. (2004)] further refined the method of extracting the spectra from a digital signal using a selfish gene algorithm.
In recent work, Yogi and Agrawal [Yogi and Agrawal (2006)] consider RTL faults on the inputs and outputs of the circuit and inputs and outputs of flip-flops. Test vectors for these RTL faults are analyzed for prominent spectral components and new vectors are generated using them. Recent work suggests that wavelet transforms can also be used for similar application [Devanathan and Bushnell (2006)].

With the exception of the RTL ATPG of Yogi and Agrawal [Yogi and Agrawal, 2006], all other published work on spectral methods requires gate-level vectors generated for testing stuck-at faults, from which spectra are extracted. In contrast, in this paper we use behavioral vectors to extract the spectra. The outline of the paper is as follows. Section 3 gives a brief overview of how bit streams can be analyzed in the spectral domain. In Section 4 we present spectral analysis and discuss results in Section 5. Finally, we conclude in Section 6.

3. Walsh Spectrum

Our method of test generation is based on the premise that the spectrum of vectors that are meaningful to the function of the circuit reflects important characteristics of the circuit. However, any functional vectors will not only have the relevant spectral components but will also have some amount of noise, which corresponds to the functional don’t care bits. So, we analyze the spectrum and the noise level, and then generate new vectors using the spectrum, to which noise samples are added.

Frequency decomposition means that any bit stream or signal can be projected on or represented using a set of orthogonal functions. The projections of the signal on each of the functions, give the contribution of the corresponding functions to the original signal.  We shall use Walsh functions [Weisstein], because, as mentioned in the previous section, they have been used for testing with effective results.

Walsh functions form a set of orthogonal functions and consist of trains of square pulses having only +1s and -1s as the allowed states, and can only change at fixed intervals of a unit time step. For an order n, there are 2n Walsh functions and are given by the rows of a 2n dimensional Hadamard matrix [Weisstein] H (n) when arranged in the so-called “sequency” order [Thompson et. al. (1986), Wolfram (2002)]. The Hadamard matrix is a symmetric matrix with each row being a unique Walsh orthogonal function, also called the basis vector. Since it consists of only +1s and −1s, it is a good choice for the signals in VLSI testing (+1 = logic 1, −1 = logic 0). Also, multiplications can essentially be computed using additions and subtractions only. Hence, we shall use the Hadamard matrices to analyze the bit-streams for each input contained in test vectors. Hadamard matrices are square matrices containing only +1 and −1 elements and can be generated using the following recurrence relation:
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where H (0) = 1 and 2n  is the dimension of the nth order Hadamard matrix, H (n).  For example, for n = 1 and n = 2, we have:  
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An important property of the Hadamard matrix is that its transpose is equal to its inverse, thus giving H (n) × H (n)T  = nIn  where In  is the n × n identity matrix. This simplifies reconstruction of the test vectors from the spectral domain. Any bit stream can be represented as a linear combination of the
basis vectors of the Hadamard matrix. For example, consider H (2) having the four basis vectors [1 1 1 1], [1 −1 1 −1], [1 1 −1 −1] and [1 −1 −1 1]. The vector [1 −1 −1 −1] can be written as −1 × [1 1 1 1] + 1 × [1 −1 1 −1] + 1 × [1 1 −1 −1] + 1 × [1 −1 −1 1] where the multiplicand used for each basis vector is the projection of the bit stream on that basis vector. We shall refer to them as coefficients. By analyzing these coefficients we will be able to determine the major contributing basis vectors to the original signal, which we shall regard as important or essential basis vectors. New test vectors are then generated retaining those basis vectors.

4. Functional Test Generation
Our approach to test generation consists of two principal steps:

1. Spectral characterization of the circuit 
· Functional verification vector generation 
· Spectral analysis

2. Gate-level test generation
· Spectral vector generation
· Vector compaction and coverage analysis

4.1 Functional Verification Vector Generation
Functional test vectors are targeted at the functional description of the circuit and characterize its behavior. They exercise the important functions of the design which differentiates them from other designs and hence in a sense are unique to the design. So we use them to find the characteristics of the circuit which will help us in test generation for gate-level fault coverage. Functional vectors, if available or created by the designer to verify the design, can be conveniently used in our method. In our case functional vectors are generated so that they exercise the various functions of the circuit and also cover its corner conditions. For example for a multiplier circuit, it becomes important not only to test the multiplication function but also to test the corner conditions of 0 multiplied with 0, 0 multiplied with a finite number, largest number multiplied with itself, etc. Depending on the circuit under consideration, the conditions required to be verified will vary.

In this work, we have used three ISCAS-89 benchmark circuits that were reverse engineered by Hayes and his associates at the University of Michigan [Hansen et al. (1999)]. These are s298 (traffic light controller), s344 and s349 (both 4 × 4 add-shift multipliers). We have also used one ITC’99 benchmark circuit, b02 which is a finite-state machine that recognizes BCD numbers.

4.2
Spectral Analysis
After we obtain the functional vectors, they are analyzed using Hadamard matrix to find the major components.  To analyze the vectors, the bit streams entering each input are considered and analyzed separately.  The 0s and 1s in the bit stream are represented as −1s and +1s. To find the coefficients of a bit stream corresponding to an input, the bit stream is multiplied with the Hadamard matrix. The multiplication operation is basically a correlation operation of the bit stream with each of the basis vectors. A high value of the coefficient corresponds to a high correlation of the bit stream to the corresponding basis vector and vice-versa. Hence basis vectors exhibiting high coefficient values are considered as important vectors or essential components and others are considered as noise.
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Figure 1. Spectral analysis of an 8­bit stream. The essential Walsh component in this bit­stream has magnitude 6 and is represented by the second row of Hadamard matrix, H(3).
Figure 1 shows an example. An 8 bit stream (0s and 1s in the original sequence being represented as −1s and +1s) is analyzed by multiplying with the third order 8 × 8 Hadamard matrix.  The corresponding result gives the coefficients. As shown, we obtained a single coefficient with high correlation coefficient, which we shall treat as essential component and others will be treated as noise.

The verification vectors we used are long vector sequences and do not always have lengths that are powers of two. One option is to use a limited dimension Hadamard matrix and analyze pieces of the bit stream individually. However, this method has the disadvantage that, it might not be able to capture the long periodicity inherent in the bit stream. Hence, we analyze the whole bit stream using a using a single Hadamard matrix of large. To exactly fit in into our matrix analysis, we either need to truncate the bit stream or use a higher order Hadamard matrix. We use a dimension that is closest to the length of the bit stream. For example for a bit stream of length 135 we choose a Hadamard matrix of dimension 128 and analyze only the first 128 bits of the bit stream. Analysis using a dimension of 256 is found to give rise to a large number of noisy components due to the uncertainty in the unspecified bits from 135 to 256. The noise tends to hide the essential components. In cases where we use a dimension greater than the bit stream, the bit stream is extended with 0s up to the dimension of the matrix to indicate non-inclusion of these bits in the correlation operation. Figure 2 shows the spectral coefficients for the circuit s298 whose three input bit streams were of length 75 but were analyzed using the 64 × 64 Hadamard matrix after truncating the original bit streams. The high rising bars show high correlation with the corresponding basis vector and are considered essential. To determine the threshold level, which would separate the essential components from the noise components, a technique in which the coefficient value is compared with the mean of the total spectrum is used. Assuming white noise we shall have all equal valued coefficients and their magnitudes will be equal to the mean of any other arbitrary spectrum. Hence after all the coefficients are determined, they are squared and the magnitude of the maximum coefficient is compared with the mean of all the coefficients by taking a ratio of the two. In this comparison we are actually comparing the percentage of power in the coefficient to the mean noise power. If the ratio of the magnitude of the coefficient being considered, to the mean of the coefficients is greater than some constant K, then the coefficient and hence the corresponding basis vector is considered to be an essential component. The corresponding coefficient is separated from the spectrum and the same process is repeated for the next maximum coefficients until the criteria are no longer satisfied. The coefficients thus remaining after this process are considered non-essential or noise. The constant K affects which coefficients being considered as essential ones. A very high value of K makes the selection process very acute, selecting only few components as essential while a low value of K is more liberal and selects more essential coefficients. Further discussion follows  in the  next  section.
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 Figure 2. Walsh spectral coefficients for s298 circuit.
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Figure 3. Bit­steam generation by perturbing the spectra. Note that the essential component having a magnitude 6 is not perturbed.
4.3 Spectral Vector Generation
After spectral analysis of the functional vectors, the spectral coefficients are obtained. To generate gate-level test vectors, the essential spectral coefficients determined by the threshold are retained and others are considered noise. The noise can be filtered out or changed as per the selected methodology. Filtering out the noise components [Giani et. al. (2001)] has the disadvantage of losing the phase information inherent in those components, which is a part of the characterization of the circuit. Hence in our approach the noise components are perturbed in a confidence range in terms of magnitude and/or in phase to generate new coefficients. The confidence levels which make up the range and correspond to the amount of randomness to be added, have to be selected suitably and differ depending on the circuit as well as the type of test vectors being used. We are currently working on finding the correlation between these confidence levels and the nature of the spectral coefficients obtained from the test vectors, by studying their statistical properties. Currently, to find these levels, we investigate different ranges by generating new coefficients in that range and analyzing the fault coverages of the corresponding test vectors. The threshold is kept at the minimum during this process, to closely track the changes. A trend is generally visible and the optimum range for the confidence levels is then selected.

The test vectors can easily be generated from the coefficients by multiplying the coefficients with the Hadamard matrix again. Figure 3 shows an example of reconstruction of the test vectors. As discussed before, the value of the constant K, to select the essential components, has a crucial impact on the nature of the generated test vectors. A low value of K tends to preserve most of the nature of the original functional vectors and has been found to give good initial fault coverage. A high value of K tends to select very few components as essential, regarding most as noise. This can sometimes generate vectors that may detect hard to detect faults. Hence we generate test vector sets with different values of K. Also since we are adding noise randomly, this variation gives different characteristics to each vector set. We generate multiple sets of vectors for each value of K.

4.4 Vector Compaction and Coverage Analysis
Compaction is done by an integer linear program (ILP) [Drineas and Makris (2003)]. Each vector sequence is fault simulated, with the circuit starting in an unknown state and with the complete fault list restored, to eliminate the effect of the ordering of sequences. The fault simulator provides a complete list of vector sequences that detect each fault. The vector sequence Vi is assigned an integer variable, xi = [0; 1] (xi = 1: select the ith sequence, else discard it). Suppose kth fault is detected by sequences V3, V4, and V11, then the following ILP constraint picks at least one sequence:
x3 + x4 + x11 ≥ 1                                                (3)
The number of such constraints equals the number of faults. ILP determines the values of variables xi's that satisfy all the constraints with the following objective function:
Minimize 
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where M is the total number of vector sequences generated. For the results given in the next section, we used the ILP software contained in the AMPL mathematical programming package [Fourer et. al. (1993)]. In the ILP solution, the smallest possible number of x's is assigned the value 1 and all others are assigned 0. The sequences with corresponding x’s set to 1 form the compacted test set.
5. Results

The spectral technique of enhancing functional verification vectors for gate level fault coverage was applied to three ISCAS’89 (s289, s344 and s349) and one ITC’99 (b02) benchmark circuits. The characteristics of the different circuits are shown in Table 1. The functional test vectors for the circuits were generated by exercising the functions in the circuit. For s298, which is a traffic light controller, functional vectors exercise its three different modes of operations of signal switching. For s344 and s349, which are slightly different implementations of a sequential 4 × 4 bit add-shift multiplier, functional vectors verify the corner cases of the multiplication operation. The functional test vectors were then analyzed for spectra, new test vectors were generated using the technique discussed above and then compacted. Results were obtained on Sun Ultra 5 machines with 256MB RAM. Table 2 shows the comparison of the proposed method with gate-level non-scan sequential ATPG method.  The first two columns give the circuit and the number of gate level stuck-at faults in the circuit. Verification vectors, Functional ATPG and gate-level ATPG are then compared with respect to the gate-level fault coverage, the number of vectors generated and the test generation time. For Functional ATPG, the test generation time includes only the fault simulation and compaction times; time to generate the different spectral test sets being negligible. 
From Table 2, we observe that all four circuits do satisfactorily in terms of gate-level fault coverage, number of vectors and CPU time. Figure 4 compares the graph of fault coverage percentage against the number of vectors applied for circuit s298 for gate-level ATPG (FlexTest [Mentor Graphics (2004)]), spectral ATPG, functional vectors and random vectors. FlexTest was used in the non-scan mode as gate-level ATPG.
Table 1. Circuit description.
	Circuit
	PIs
	POs
	FFs
	Function

	s298
	3
	6
	14
	Traffic light controller

	s344
	9
	11
	15
	4 x 4 add-shift multiplier

	s349
	9
	11
	15
	4 x 4 add-shift multiplier

	b02
	2
	1
	4
	Finite-state machine


Table 2. Functional vectors, spectral ATPG and gate­level ATPG.
	Circuit

name
	No. of gate faults
	Functional vectors
	Spectral ATPG
	Gate-level ATPG

	
	
	No. of vecs
	Fault cov (%)
	No. of vecs
	Fault cov (%)
	CPU s
	No. of vecs
	Fault cov (%)
	CPU s

	s298
	698
	75
	81.23
	192
	84.74
	21
	152
	85.89
	45

	s344
	1020
	57
	87.45
	256
	91.08
	51
	150
	90.78
	23

	s349
	1030
	57
	87.09
	256
	90.68
	51
	150
	90.39
	26

	b02
	148
	13
	85.47
	48
	93.92
	10
	38
	94.26
	1


6. Conclusion

We have presented a new method of functional test generation using spectral techniques. Functional verification vectors are analyzed using Hadamard matrix to extract important features.  Generation of new vector sets from those features and compacting them is an efficient method for test generation. Results show that the coverage of functional vectors can be effectively improved to match that of a gate-level ATPG.
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Figure 4. Test coverage in s298 circuit.
Although the coverages are not as high as are possible with scan vectors, non-scan vectors with highest attainable coverage have value in the high-volume production testing of processors and other custom devices. When applied at speed, these vectors are found to detect timing and other defects not normally detected by the scan vectors. Our on-going work on processor testing will be reported in a forthcoming paper.
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