
https://doi.org/10.1007/s10836-021-05927-3

Estimating Operational Age of an Integrated Circuit

Prattay Chowdhury1 ·Ujjwal Guin2 · Adit D. Singh2 · Vishwani D. Agrawal2

Received: 27 April 2020 / Accepted: 13 January 2021
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC part of Springer Nature 2021

Abstract
Recycling of used ICs as new replacement parts in maintaining older electronic systems is a serious reliability concern. This
paper presents a novel approach to estimate the operational age of CMOS chips by measuring IDDQ, the quiescent current
from power supply or the total leakage current in steady state. This current decreases as the circuit ages, largely due to the
increase in the magnitude of the PMOS transistor threshold voltage caused by negative bias temperature instability (NBTI).
We exploit the fact that the impact of NBTI on an individual transistor depends upon the operational stress based upon the
duration of its ON state. Novelty of our technique is a normalized difference, �I , computed from current measurements
at two input test patterns and is proposed as a self referencing circuit age indicator. The first pattern is chosen such that
its IDDQ is controlled by a large number of minimally stressed PMOS transistors; for the other the IDDQ is controlled by
approximately equal number of highly stressed PMOS transistors. The difference between these two IDDQ values increases
with the circuit age. This approach requires no hardware modification in the circuit and, hence, can be applied to legacy ICs.
Simulation results show that we can reliably identify recycled ICs that have been used for as little as six months.

Keywords Aging · Counterfeit IC · Hardware security · IDDQ · NBTI · Process variation · Operational age ·
Recycled IC · Residual useful life (RUL).

1 Introduction

The performance of a semiconductor device degrades with
use, giving the device a finite lifetime. Consequently, its
failure probability increases as the remaining useful lifetime
(RUL) diminishes. Characteristics, such as RUL and reliabil-
ity can be expressed in terms of the operational age, defined
as the cumulative operating time since manufacture.
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The age of electronic parts comes into play in several
ways. Parts from discontinued production lines are some-
times needed to maintain critical infrastructure and defense
systems whose operational life exceeds the initially planned
deployment period. The chips no longer in production,
might be sourced from less reliable third party suppliers.
Previously used or recycled integrated circuits (ICs) can
thus enter the supply chain. A report from Information Han-
dling Services Incorporated places the potential annual risk
from the global supply chain at $169 billion and increasing
each year [36]. Reportedly, recycled ICs constitute almost
80% of all reported counterfeiting incidents [65]. The relia-
bility of a system becomes questionable because these chips
may exhibit poor performance and reduced remaining use-
ful lifetime RUL [27]. These chips may also contain defects
and other anomalies due to relatively crude recycling proce-
dures, such as removal of ICs from scrapped printed circuit
boards (PCBs) under extremely high temperatures, followed
by sanding, repackaging and remarking [25, 65]. These pro-
cedures may create latent defects like gate oxide damage,
that pass the initial acceptance testing by original equipment
manufacturers (OEM) and then cause early life failures in
the field [65].

Researchers have proposed methods to identify recycled ICs
and prevent them from entering the supply chain [1,
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3, 12, 18, 23, 26, 28, 30–33, 35, 40, 44, 65, 73–77].
However, we still need simpler and efficient techniques to
isolate the ICs already circulating in the market. In this
paper, we propose a novel method of detecting aged ICs
by measuring the quiescent leakage current of the circuit,
referred to as IDDQ. The method of IDDQ measurement has
only been used in the past for fault detection [53].

Our method requires no hardware modification to an
existing design and can be applied to a wide variety of
chips, including older legacy designs. The proposed method
is simple as it only requires current measurement for just
two vectors. Simulation results show that we can accurately
detect ICs that have been used for a period as little as six
months. Assuming that typical chips are used for several
years, the proposed approach is well suited for detecting
recycled ICs. Although the current measurement is easily
performed by laboratory instruments, in a high volume
setting commercial automatic test equipment (ATE) can be
readily used. This paper reports results from recent research,
whose excerpts were announced at a conference [15].

We exploit the change in transistor threshold voltages
caused by Negative Bias Temperature Instability (NBTI)
[52, 58] due to the operational stress during the chip
lifetime in powered up state. Unused chips are expected
to display only minimal threshold voltage changes since
manufacture, while the PMOS transistors in the used
parts will display varying increases in threshold voltage
depending on the level of operational stress experienced.
We use the externally measured IDDQ for the entire chip
to track aggregate shifts in threshold voltages for large
number of transistors since it is impractical to directly
measure device parameters inside an IC. IDDQ decreases
with age because the transistor threshold voltages increase
resulting in reduced leakage from OFF transistors. The key
challenge is to find a stable reference current against which
this age-driven change in IDDQ can be reliably evaluated.
Our innovative solution to this problem is based on the
observation that not all transistors within an IC experience
the same amount of aging stress during operation. This is
because of differing signal probabilities at circuit nodes.
PMOS transistors that are mostly OFF during operation
(because their gate nodes are at logic 1 most of the time) are
lightly stressed, when compared to those that are mostly on.
Suppose we select two input vectors, one that mostly draws
IDDQ from minimally stressed PMOS transistors, and the
other that draws IDDQ from an equal number of heavily
stressed PMOS transistors, then the difference between the
two IDDQ values should reflect the age of the chip. Note
that the random threshold variations in individual transistors
from manufacturing will largely average out in the two
large equal sized cohorts. A significantly larger difference,
compared to that possible from statistical variations and
other sources of noise, would indicate a used chip.

Similar to IDDQ, gate delay is also influenced by the
age-related effects of NBTI. However, finding a reference
to evaluate increases in path delay from aging is more
challenging. On the other hand, our choice of IDDQ

allows us to eliminate the effect of systematic process
variation by subtracting the aggregate current of the
lightly aged transistor group from that of the heavily aged
group, because both groups are identically affected by the
systematic process variation.

Enhancements included in this paper over the conference
paper mentioned above [15] are as follows:

– In Section 3, we have replaced the approximate lumped
resistance model of IDDQ [15] by an improved model.
Here an OFF transistor is modeled by a current source.
This technique correctly estimates IDDQ when two or
more OFF transistors are stacked. Thus, the results
in Section 5 are more accurate than those presented
in [15].

– The effects of device sizing and supply voltage varia-
tion, not discussed in the previous work [15], are con-
sidered in Section 3.1. Hence, Subthreshold leakage
current through OFF transistors and gate oxide leakage
current through ON transistors are now included in IDDQ.
Both components depend on the gate size and sup-
ply voltage, and are functions of the threshold volt-
age of the MOS transistor. This provides the nec-
essary background for the current source model that
now replaces the resistance model used in our prior
work [15].

– We have added Section 2 on prior work that includes
references from the latest research. Newly added Figs. 3,
4 and 5 in Section 4 summarize the procedures for
pattern selection, threshold estimation, and recycled IC
identification, respectively. Table 3 is added to derive
pattern dependent IDDQ. We have updated Tables 4
and 5 based on the new model.

This paper is organized as follows. Prior work on
aging and detecting recycled ICs is reviewed in Section 2.
Section 3 introduces the modeling of IDDQ for device
aging. Section 4 discusses the proposed IDDQ solution to
the problems of assessing the device age and detecting
recycled ICs. Simulation results are given in Sections 5 and
6 concludes the paper.

2 Prior Work

Majority of reported methods for determining the opera-
tional age of an IC require either insertion of hardware or
availability of a reference device. The need to eliminate
these two requirements has motivated our research. First, we
review the existing techniques.
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2.1 Test-OrientedMethods

There are existing standards (AS6171, AS5553, CCAP-
101 and IDEA-STD-1010), which recommend physical
and electrical tests for counterfeit detection [1, 12,
31, 32]. The physical test methods include – External
Visual Inspection (EVI), Radiological Inspection (2D/3D),
Acoustic Microscopy (AM), Bond Pull and Die Attach, and
Material Composition Analysis [31]. Electrical tests include
Curve Trace, DC Test, AC/ Switching Tests, Full Functional
Tests, Burn-in Tests and Temperature Cycling [31]. These
tests primarily target defects and anomalies of recycled
parts. However, excessive test time and cost, lack of
automation, and low confidence in detection ability, has
limited their use. Guin et al. [24] proposed a method to
select an optimum set of tests considering test cost and
time budget. They developed an online tool for determining
counterfeit defect coverage (CDC) [54], which was acquired
by SAE International. Revision II of standard AS6171 now
in progress will incorporate more test methods to increase
the confidence in detecting recycled parts.

2.2 Statistical Data Analysis Approaches

Zhang et al. [75] proposed a fingerprint based on path-
delays in a chip to detect recycled ICs. Paths that contain
fast aging gates (e.g., NOR or XOR) are selected. One uses
a large number of paths to create a delay-based fingerprint
of new (unused) chips. The fingerprint of Chip Under Test
(CUT) is compared with the new chip fingerprint. Huang
et al. [35] proposed a one-class Support Vector Machines
(SVM) classifier to identify recycled chips. The classifier
is trained using parametric measurements of new chips
and later used for decisions regarding the authenticity of
the chip. Zheng et al. [76] used dynamic current (IDDt )
signature in their proposal. Dogan et al. [18] also use
one-class SVM classifier to detect recycled FPGAs. Zheng
et al. [77] proposed a characterization method based on
extraction of scan path delay signatures for a chip. Guo et
al. [30] exploited an embedded SRAM in their approach.
They isolated the unstable and most age sensitive cells to
devise a recycled IC detection method.

The above methods require a large inventory of
unused circuits from different production runs to gather
statistically meaningful electrical data as reference. Most
often such data are not available due to the typically limited
access to parts to service obsolete systems. Variations
in electrical parameters over large production volumes,
manufactured at different times and possibly in multiple
fabrication lines, also limit the effectiveness of these
methods.

2.3 Design-for-Anti-Counterfeit (DfAC) Measures

Several Design-for-Anti-Counterfeit (DfAC) measures have
been proposed as alternatives for the methods listed
above [3, 26, 28, 33, 40, 73, 74]. On-chip ring oscillators
(RO) are considered by several researchers to detect
recycled ICs. Kim et al. [40] proposed a RO-based silicon
odometer. They give two separate designs to monitor the
effect of negative bias temperature instability (NBTI) and
time-dependent dielectric breakdown (TDDB). Improved
versions of the odometer [37] can observe NBTI and hot
career injection (HCI) effects. Hofmann et al. [34] proposed
a product level age monitoring system that separates
the dominating NBTI stress and the switching-activity
dependent hot carrier stress (HCS). Saneyoshi et al. [55]
proposed a hybrid on-chip age monitor containing RO and
delay line. The aim of that design was to improve reliability
of the system and test rather than focus on maximizing the age
degradation.

Zhang et al. [73, 74] proposed a lightweight on-chip
sensor using ring oscillators (ROs) to detect recycled ICs.
The design contains a reference RO and a stressed RO. A
similar concept is used by others [37, 40]. The reference
RO ages at a slow rate while the stressed RO ages at an
accelerated rate. To achieve maximum aging in the stressed
RO, Guin et al. [26, 28] gave an improved design. He et al.
[33] proposed another lightweight on-chip design to exploit
electromigration-induced aging effect of interconnect wires.
The design is compact compared to other designs but
depends on the length and quality of interconnect wires.
Recently, Guin et al. [3] have proposed an approach that
uses RO and a digital signature to protect the RO frequency
from tampering such that a recycled IC is accurately
identified. Unfortunately, all these methods require on-
chip hardware and hence cannot be applied to existing ICs
already circulating in the market.

2.4 Image Processing Approaches

Recycled IC detection through visual inspection is widely
used in standards [1, 31]. The accuracy heavily depends on
the available subject matter experts (SMEs) and the quality of
the counterfeiting. For improving detection accuracy, Shah-
bazmohamadi et al. [60] use advanced image processing
techniques to determine any improper texture in a coun-
terfeit part. Other researchers proposed machine learning
approaches applied to images of parts [5, 6, 20, 21]. Train-
ing in the machine learning approaches requires new chips,
which may not be easily available for obsolete or legacy
parts. Besides, re-training of the machine learning model
becomes necessary as counterfeiters improve their techniques.
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3Modeling of IDDQ for Device Aging

IDDQ is the current drawn from the power supply of a
CMOS circuit in the quiescent state, i.e., when all signals
are in steady state. The basic approach in IDDQ testing is
to apply an input test vector and measure the steady state
current. Based on this measured value decisions are made.
IDDQ testing provides simplicity, low-cost and reduced
defect level [11, 13, 29, 49].

3.1 Effect of Gate Sizing and Supply Voltage on IDDQ

In a defect free CMOS device, there is no low-resistance
power supply-to-ground path once steady state is reached.
The IDDQ drawn from the power supply is made up
of the sub-threshold leakage currents controlled by OFF
transistors and the gate oxide leakage currents in the
transistors that are ON. There is also the leakage across the
reversed biased isolating junctions, but since our interest
here is in the change in IDDQ for two input vectors, we
ignore this current, because it remains relatively stable.
In the steady state, therefore, the relevant value of IDDQ

is mainly determined by the sub-threshold leakage (Isub)
through OFF transistors, and gate oxide leakage Iox in ON
transistors. The number, individual sizes (gate widths) and
topological layouts of transistors play a role in the total
quiescent current (IDDQ) drawn from the power supply.
Thus the total leakage current of interest, (Ileak) in a
MOSFET is a combination of sub-threshold (Isub) leakage
and gate-oxide leakage (Iox). Isub can be expressed as
follows [14, 39]:

Isub = A1We−Vth/nVT (1 − e−V/VT ) (1)

where A1 and n are experimentally derived. W and L are
width and length of the transistor gate, Vth is the threshold
voltage, VT is the thermal voltage and V is the supply
voltage. The thermal voltage VT is approximately 25mV at
room temperature.

Equation 1 shows that the current is exponentially
dependent on the voltage across the drain and source
terminals when the transistor is OFF. A small change in
voltage may cause a large change in the current. As a result,
the current will be significantly lower for stacked two or
more series-connected MOS transistors that are OFF and
can be neglected in some cases as explained in Section 3.2.

Gate-oxide leakage (Iox) currents can be derived from the
gate leakage current density, JG,i , given by [71]:

JG,i = q2

8πhεφb,i

· C(VG, V, tphys, φb,i)

·exp
{
− 8π

√
2meff,i(qφb,i)

3/2

3hq|E| ·
[
1−

(
1− |V |

φb,i

)3/2]}
(2)

where q is electronic charge, h is Planck’s constant, ε is
dielectric permittivity, tphys is the physical thickness of
gate dielectric, φb,i is the tunneling barrier height in eV ,
meff,i is the carrier effective mass in the dielectric, V is the
voltage across the dielectric, and E is the electric field in the
dielectric. C(VG, V, tphys, φb,i) is an empirical correction
factor given by the following equation:

C(VG, V, tphys, φb,i) = VG

tphys

· N

·exp
[ 20

φb,i

( |V | − φb,i

φ0i
+ 1

)αi

·
(
1 − |V |

φb,i

)]
(3)

where, αi is a fitting parameter and φ0i is the conduction
band offset or valence band offset between silicon and the
gate dielectric. VG is the potential at gate and N is the
density of carriers in the inversion or accumulation layer in
the injecting electrode and is expressed as:

N = ε

tphys

{
ninvVT · ln

[
1 + exp

(VG,eff − Vth

ninvVT

)]

+VT · ln
[
1 + exp

(
− VG − VFB

VT

)]
(4)

where, VFB is the flatband voltage, and VG,eff = VG −
Vpoly is the effective gate voltage after accounting for the
voltage drop Vpoly across the poly-silicon gate depletion
region. The rate of increase of sub-threshold career density
is controlled by ninv (= S/VT , where S is the subthreshold
swing), which is positive for NMOS transistors and negative
for PMOS transistors. The gate oxide leakage current (Iox)
can be obtained by multiplying gate tunneling current
density (JG,i) with the gate area (WL).

From Eqs. 1–4, we conclude that sub-thre-shold leakage
current (Isub) and gate-oxide leakage current (Iox) are
exponentially dependent on the supply voltage (V ) and
threshold voltage (Vth) of a MOSFET. A detailed model
for IDDQ is required to incorporate these exponential
dependencies when two (or more) OFF transistors are
connected in series. Such a model is presented in the
following section.

3.2 IDDQ Modeling for Logic Gates

Figure 1a shows the transistor-level schematic of a two
input NAND gate with inputs A and B, and output Y . The
sizing of MOSFETs is done following the basic gate sizing
rules [70]. Thus, W/L = 2 for PMOS transistors M1 and
M2, as well as for NMOS transistors M3 and M4. Figure 1b
shows IDDQ of the NAND gate for four different input
combinations.

When a transistor is OFF and there is a potential differ-
ence between gate and drain/source terminals, subthreshold
leakage occurs. On the other hand, when the transistor is

28 J Electron Test (2021) 37:25–40



Fig. 1 Two-input NAND gate
(a), and its IDDQ model (b)
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ON or the gate and drain/source terminals are at different
potentials, gate oxide leakage takes place. For 00 input vec-
tor, the two NMOS transistors (M3 and M4) are OFF, and
subthreshold leakage current flows through the stack. In
addition, there is gate leakage from M1 and M2. The red
and blue arrows represent the subthreshold leakage (Isub)

and gate leakage (Iox), respectively. Table 1 summarizes
the gate leakage and subthreshold leakage for each tran-
sistor. Check marks (�) indicate the presence of leakage
components.

Table 2 summarizes the resultant IDDQ for simple gates.
The notations used are as follows:

– IG∗
P , IG†

P and IG
P are gate leakage currents of the PMOS

transistors of NAND gate, NOR gate and inverter,
respectively. Similarly, IG∗

N , IG†

N and IG
N are gate leakage

currents of NMOS transistors of NAND gate, NOR gate
and inverter, respectively. Note that these currents may
vary from gate to gate due to different sizing.

– IS∗
P , IS†

P and IG
S are subthreshold leakage currents of

the PMOS transistors of NAND gate, NOR gate and

inverter, respectively. Similarly, IS∗
N , IS†

N and IG
N are

subthreshold leakage current of the NMOS transistors
of NAND gate, NOR gate and inverter, respectively.

– ISS∗
P is the subthreshold leakage current when two
OFF PMOS transistors are in series and ISS∗

N is the
subthreshold leakage current when two OFF NMOS
transistors are in series. These currents can be very
small due to the stacking effect of the OFF transistors.

Table 3 summarizes the simulated IDDQ of simple
gates (i.e., NAND, NOR and inverter) for various input
combinations. The absolute value of IDDQ (denoted as
IA
DDQ) is obtained from HSPICE simulation using the 32nm

PTM model [48]. It is the sum of various gate leakage
currents and subthreshold current for respective inputs
(following the order of Table 2). The normalized IDDQ

values of gates (denoted as IU
DDQ) are shown in Columns 4,

6 and 8. We have normalized different components of IDDQ

with the respective IDDQ components of an inverter. For
00 input vector applied to NAND, the gate leakage current
from two PMOS transistors (2IG∗

P ) is 13.35 pA and NMOS

Table 1 Leakage currents in
two-input NAND gate of Fig. 1 Input M1 M2 M3 M4

A B Iox Isub Iox Isub Iox Isub Iox Isub

0 0 � - � - - � - �
0 1 � - - - - � � -

1 0 - - � - - - - �
1 1 - � - � � - � -
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Table 2 IDDQ for simple gates

A B NAND NOR Inverter

0 0 2IG∗
P + ISS∗

N 2IG†

P + 2IS†

N IG
P + IS

N

0 1 IG∗
P + IG∗

N + IS∗
N IG†

P + IG†

N + IS†

P NA

1 0 IG∗
P + IS∗

N IG†

N + IS†

P NA

1 1 2IG∗
N + 2IS∗

P 2IG†

N + ISS†

P IG
N + IS

P

subthreshold current (ISS∗
N ) is 0.67 pA. The IU

DDQ becomes

2IG
P + IS

N/2 as IG
P and IS

N for an inverter are 6.67 pA
and 1.71 pA, respectively. For 01 input vector, gate leakage
current from M1, IG∗

P = 6.67pA, gate leakage current from
M4, IG∗

N = 18.56pA and subthrehsold leakage from M3,
IS∗
N = 2.73pA. IA

DDQ for other gates and for all other inputs

are similar. Current IU
DDQ becomes IG

P + 2.5IG
N + 1.6IS

N as

IG
N for an inverter is 7.56 pA. For input vector 10, there will
be no gate leakage for M3 as no voltage difference exists
across the gate and source terminals (both are at V DD). The
resultant IA

DDQ = IG∗
P + IS∗

N = (6.67 + 2.25) pA and IU
DDQ =

IG
P +1.3IS

N . Finally, for input vector 11, IA
DDQ = 2IG∗

N +2IS∗
P

= (37.12 + 5.18) pA and IU
DDQ = 4.9IG

N + 2IS
P . A NOR gate

is analyzed similarly. Non-inverting gates (AND, OR, etc.)
can be modeled as respective inverting gates each followed
by an inverter.

The analysis can be easily extended for more than three
inputs. For example, the total leakage current will be 3IG∗

P +
ISSS∗
N for input pattern 000 applied to a 3-input NAND gate,
where ISSS∗

N is the subthreshold leakage for three series
NMOS transistors. Similarly, one can compute the leakage
currents for other input combinations. For complex gates,
including exclusive-OR or those involving transmission
gates, one may use standard cell libraries and simulation
tools as discussed in Section 5.

3.3 Impact of Aging and Process Variation on IDDQ

Integrated circuits experience aging in their regular oper-
ation, mainly causing increase in transistor threshold volt-
ages. A predominant factor in aging is negative bias temper-
ature instability (NBTI), which occurs in PMOS transistors
when they experience stress due to negative bias on the
gate terminal [52, 58]. Due to negative bias, interface traps
are created at the Si-SiO2 interface in the PMOS transis-
tor. Releasing the stress can recover some but not all traps,
effectively resulting in a net increase of threshold voltage
(Vth) for the PMOS transistor [57]. In summary, a PMOS
transistor ages when it is turned ON (the input is at logic 0)
and relaxes when it is turned OFF (the input is logic 1).

Other aging phenomena in CMOS circuits that mainly
affect NMOS transistors, are positive bias temperature
instability (PBTI) and hot carrier injection (HCI). In older
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technology nodes, PBTI effect, which is the NMOS coun-
terpart of NBTI, was negligible compared to the NBTI
effect [38]. However, after the introduction of high-κ and
metal gate transistors in sub-45nm technologies, the PBTI
effect became more notable [4, 62, 72].

In hot carrier injection (HCI) effect, multiple switching
electrons receive enough energy to tunnel through the
potential barrier and get trapped in Si-SiO2 interface
near the drain terminal. NMOS transistors are primarily
affected by HCI, which has practically no effect on PMOS
transistors [64]. Like PBTI, HCI effect is small compared to
the NBTI effect in the older technology nodes [38].

We focus on the problem of estimating the amount
of aging in older chips, some of which though obsolete
are still circulating in the market. Even though in sub-
45nm technologies both PMOS and NMOS devices age,
the proposed solution still utilizes the aging from the
PMOS transistors to detect recycled ICs irrespective of
the technology. Note that as the threshold voltage of a
PMOS/NMOS transistor increases due to aging, the leakage
current IDDQ, which has a negative exponential relationship
with the threshold voltage (Vth), decreases [69]. As a result,
the overall IDDQ continues to decrease as a chip is used
longer in the field.

Process variation (PV) causes the threshold voltage of
transistors to vary from the nominal value [7, 51]. PV can
be of two types - inter-die or systematic variation and intra-
die or random variation [2, 41]. Inter-die variation is the
variation among different dies caused by small changes
in the environment of fabrication. It moves the threshold
voltage of all transistors of chip in one direction. Intra-die or
random variation is the variation among theMOS transistors
on a die, arising from random dopant fluctuations, line edge
roughness and surface orientation [8, 42, 61].

While the intra-die variation effects on the total IDDQ

of the chip tend to cancel out, the inter-die variations
cause chip-to-chip difference in IDDQ values. A challenge,
therefore, is to determine whether a change in IDDQ has
resulted from aging or process variation. Observing the fact
that aging always causes the IDDQ to decrease, whereas
the process variation may randomly increase or decrease
IDDQ for all devices on a chip, we have proposed a solution
of normalizing �IDDQ (see Section 4). This removes
the effect of process variation that uniformly affects all
transistors on the chip.

3.4 Non-Uniform Aging in Circuit

In a complex circuit, not all transistors age at the same rate.
The aging rates of transistors depend upon controllabilities
of signals that determine how often they assume 0 or 1
values. SCOAP is a popular analysis of controllability and
observability. It estimates the effort of setting a signal

node to a specific value and observing the state of the
node at a primary output [11, 22]. However, the SCOAP
controllability, does not tell us how frequently the node will
assume a 0 or 1 state. Hence, we use an alternative analysis
of the circuit topology that provides 1-controllability for
each node as the probability of the node being 1 when
the circuit receives a random input. The 0-controllability
is the complement of 1-controllability. Algorithms to
compute these probabilities from circuit topology [9, 45,
56, 59] basically make trade offs between computational
complexity and accuracy. Any of the available tools can
be used, though for simplicity, in this work we use logic
simulation with random inputs to efficiently estimate signal
probabilities with reasonable accuracy.

In a digital circuit, controllabilities vary from node to
node. A logic value 1 at a node turns OFF the PMOS
transistor of the next gate, whereas, a logic value 0 turns
that transistor ON. So when a node value is 0 the next
gate ages, and when node value is 1 it relaxes. In a regular
operation, the node with a higher probability of 0 (low 1-
controllability) receives 0 more frequently and ages the next
gate faster compared to a gate with an input of high 1-
controllability. Consequently, all gates of the circuit do not
age at the same rate. A gate ages faster when its inputs have
low 1-controllabilities. Evidently, this leads to non-uniform
aging across the circuit.

Figure 2 shows the controllability analysis of a circuit.
The 1-controllabilities, p1 through p11, are computed by
applying all input pattern combinations and pi is the ratio
of number of 1’s on line i to the total numbers of patterns
(64 for this circuit). Gates G4 andG5 have greater chance of
getting aged as one or both inputs receive 0 more frequently.
We denote these gates, highlighted in red, as fast aging
gates. On the other hand, gates G6 and G7 have relatively
lower chance of getting aged as one or both inputs receive 1
most of the time. We denote these gates, shown in green, as
slow aging gates.

The circuit of Fig. 2 has six primary inputs and we used
an exhaustive set of 26 = 64 patterns in this example. For
large circuits an exhaustive set would be impractical and
instead a random subset of patterns may be used. To keep the
error margins in the estimates of signal probabilities within
narrow statistical bounds the number of patterns should be
5 to 10 thousand or larger.

Our objective is to measure IDDQ for fast aging gates
and for slow aging gates, and then take the difference of
those two values. We denote this as �IDDQ. Previously,
Delta-IDDQ has been used in testing [47, 66]. It was
defined as the difference of IDDQ measured for consecutive
patterns of an input sequence. Alternatively, a large number
of measurements of IDDQ have been combined into
signatures [19, 50] to enhance the fault detection accuracy.
In contrast, our �IDDQ is obtained for only two carefully

31J Electron Test (2021) 37:25–40



Fig. 2 Test pattern selection for
�IDDQ measurement using
controllability analysis
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selected patterns. Our procedure for eliminating the effects
of process variation has similarity to the current ratio
method [43] used in testing.

Consider two patterns, T1 and T2, for which we measure
the quiescent currents, I1 and I2, respectively. We obtain
�IDDQ = I2 − I1. The following discussion explains the
ideas behind these two patterns.

When a chip ages, IDDQ from fast aging gates will
decrease rapidly, whereas the IDDQ from slow aging gates
will not change as fast. The patterns T1 and T2 are so
selected that I1 is largely controlled by PMOS devices of
fast aging gates and I2 by PMOS devices of slow aging
gates. This will result in increasing �IDDQ as the chip
continues to be used in the field.

For example, consider the circuit of Fig. 2, which also
shows patterns T1 and T2. As explained earlier, based on
signal probabilities gates G4 and G5 are fast aging gates
and G6 and G7 are slow aging. Pattern T1 applies 11 to fast
aging gates so that their PMOS transistors will control the
leakage. Note that the dominant component of leakage is
the gate leakage as shown in Fig. 1 for input 11 applied to
the NAND gate by T1, which also applies 00 to slow aging
gates such that their leakage will be controlled by NMOS
transistors. Pattern T2 creates an opposite situation.

The test consists of application of T1 and T2, and
measuring I1 and I2. These are controlled mostly by PMOS
devices in fast aging gates during T1 and mostly by PMOS
devices in slow aging gates during T2. Then,

I1 = kH
1 × IH

P + rH
1 × IN (5)

I2 = kL
2 × IL

P + rL
2 × IN (6)

Where IP and IN are currents that depend on the gate
leakage of PMOS and NMOS transistors as shown in
Table 3. “H” and “L” refer to the fast and slow aging
conditions created by T1 and T2. Coefficients kH

1 , rH
1 ,

kL
2 and rL

2 depend on the specific signal states and gate
structures in the circuit.

Note that kH
1 × IH

P will reduce significantly with age as
it comes mostly from fast aging gates, whereas kL

2 × IL
P will

remain relatively unchanged as it is derived from a majority
of slow aging gate. The values of IH

P and IL
P are same at

time 0 (when the chip is new) and equals IP if we ignore
process variation. On the other hand, both rH

1 × IN and
rL
2 × IN will remain constant, because IN is controlled by
NMOS transistors.

The difference between these two currents is denoted by
�IDDQ expressed as follows:

�IDDQ = I2 − I1

= kL
2 × IL

P − kH
1 × IH

P︸ ︷︷ ︸
�IP

+ (rL
2 − rH

1 ) × IN︸ ︷︷ ︸
�IN

(7)

In Eq. 7, �IDDQ has two components derived, respec-
tively, from the pull-up P-network (�IP ) and pull-down
N-network (�IN ). Our objective for selecting two patterns
(T1 and T2) is to maximize the aging degradation from the P-
network. At the same time, we need to focus on minimizing
�IN such that the impact of process variation on �IDDQ

from the N-network can be eliminated. Roughly, we can say
the two patterns should satisfy rL

2 ≈ rH
1 .

Of the two types of process variations (systematic and
random), systematic variation affects IDDQ from chip to
chip. It moves the threshold voltages (Vth) for all transistors
on a chip in the same way (either increase or decrease).
As a result, both I1 and I2 are impacted identically, and
we should expect �IDDQ to be unaffected. However,
it is necessary to normalize �IDDQ to be in the same
range for different process corners. On the other hand,
random process variations average out for a circuit with a
reasonably large number of gates. In our simulation, we
have considered four corner cases of process variation. We
define normalized �IDDQ as follows:

�I = I2 − I1

I2 + I1
× 100% (8)

32 J Electron Test (2021) 37:25–40



Another benefit of normalization is to cancel out the
influence of any phenomenon that identically affects all
measurements. A typical case is electromigration [16],
which increases the interconnect resistance with usage. Its
effect on power and ground interconnects will reduce both
I1 and I2 in similar proportion, leaving �I unaffected. We
will use �I to detect recycled ICs.

Note that the discussion given to explain the analysis
centers around NBTI for simplicity, although in reality all
three effects (NBTI, PBTI and HCI) are accounted for in the
numerical data obtained from the Synopsys tool [67].

4 AMethod for Detecting Recycled ICs

The proposed flow for detecting recycled ICs is based on
the change in �IDDQ, which progressively increases as a
chip is used. We can accurately identify a chip as recycled, if
normalized �IDDQ becomes greater than a threshold value.
The procedure comprises of two stages, characterization
and test. To characterize, we will derive two test patterns
for IDDQ measurement and a threshold value for �IDDQ.
During the test, we measure the IDDQ for the two selected
test patterns, and a decision is made based on the normalized
�IDDQ value.

4.1 Characterization

The first stage in the proposed method is to characterize
the chip. This is done by the chip manufacturer through
pattern selection and threshold calculation. We find two
input patterns, T1 for which IDDQ = I1 is controlled
mostly by fast aging gates and T2 for which IDDQ = I2 is
controlled mostly by slow aging gates. We then determine a
threshold value, �IT , which will be used as a reference to
make a decision in the testing stage.

We use a simulation based search for T1 and T2 so that
the difference I2 − I1 is maximized as age of the device
increases. To illustrate the concept of random sample-
based search, adopted here for simplicity, we conduct the
search over a randomly generated subset of all possible
input patterns. As the size of this subset increases, the
optimality of our search would approach closer to that
of the global search. According to the theory of random
sampling routinely applied to deal with high complexity,
e.g., in digital testing [11], once a sample size exceeds
1,000, further benefit of enlarging the sample becomes
small. We, therefore, use a sample of 2,000 random patterns.
The pattern selection process of Fig. 3 works as follows:

1. Two thousand randomly generated input patterns are
used to select patterns T1 and T2 that may result in
maximal aging degradation (highest �I from Eq 8)

when an IC gets used in the field. Since 2,000 patterns
is an adequate sample size to statistically represent
the whole input pattern set, a larger sample may give
only marginal improvement in the result at a greater
computing cost.

2. We use HSPICE to simulate the circuit, and determine
IDDQ for all 2,000 input patterns. Simulation details are
given in Section 5. The current for ith pattern is denoted
as I (0)[i], where the superscript refers to the time
the device has been aged through. Alternatively, this
characterization can be done in a foundry by measuring
the IDDQ for a new chip.

3. Aging simulation is performed by Synopsys MOSRA
(see Section 5) to find two patterns that cause maximum
degradation. We perform aging for six months at 25
◦C temperature and 1 volt nominal supply voltage.
After aging, IDDQ for the same 2,000 test patterns is
determined. For ith pattern IDDQ of an aged device is
represented as I (t)[i]. Alternatively, a manufacturer can
perform an accelerated aging at the foundry.

4. We define aging degradation δ[i] of ith pattern as
percentage change in its IDDQ due to six month usage.
It is calculated as:

δ[i] = I (0)[i] − I (t)[i]
I (0)[i] × 100 percent (9)

5. Finally, Algorithm 1 is applied to select two test patterns
T1 and T2.
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Fig. 3 Proposed pattern selection process during characterization

As defined by Eq. 7, the difference �IDDQ for test
pattern-pair, T1 and T2, has two components, �IP , the
part controlled by PMOS transistors, and �IN , the part
controlled by NMOS transistors. Algorithm 1 selects T1
and T2 such that �IP is maximized (largest degradation
in �IDDQ from aging of PMOS transistors; see Eq. 7)
and �IN is minimized (lowest impact of process variation
on �IDDQ from NMOS transistors). The algorithm takes
the circuit netlist {C}, 2,000 randomly selected input test
patterns {T P }, and their previously calculated/measured
aging sensitivities {δ} (see Eq. 9) as inputs, and returns two
test patterns (T1 and T2) as outputs.

As explained in the discussion following Eq. 7, the selec-
tion criteria for the required pattern-pair are to maximize
�IP and minimize �IN . A simple brute-force approach
would examine 2000C2 = 2000(2000−1)

2 = 1, 999, 000
unique pairs of patterns. Instead, Algorithm 1, which has
much lower complexity, first selects two small groups of
patterns, one with largest aging influence and the other with
least aging influence. Next, it draws one pattern from each
group such that the pair meets the required criteria.

The algorithm starts by finding the maximum and
minimum values (A and B) of aging degradation δ among
all patterns in {T P } (Line 2). Two groups of patterns {L1}
and {L2} are then selected from {T P } (Lines 4-15). {L1}
contains patterns with top 5% aging degradation and {L2}
contains those with bottom 5% aging degradation. The 5%
degradation range, although somewhat arbitrary, reduces
the computational complexity for reasonable program
execution. One can select other values depending on the
available computational resources. The coefficient rH

1 for
IN in Eq. 5 is computed using calculate r function (Line
7), which takes the netlist {C} and a test pattern T P [i] as
inputs. It uses Synopsys VCS simulator [68] to obtain the
internal node values. Finally, rH

1 is calculated using Table 3.
Similarly, rL

2 , which is the coefficient of IN in Eq. 6 is

computed using calculate r function (Line 12). A matrix D

is computed, where each element is the difference of rH
1

and rL
2 (Line 16-19). The function,min element(), is used to

obtain the row and column indexes r and c, respectively, of
the minimum element of matrix D (Line 21). These indexes
are used to select the desired test patterns, T1 and T2.

The second part of the characterization process calculates
a threshold value to determine whether or not a chip is
recycled. As IDDQ varies with the process variation (see
Section 3.3), it is necessary to consider all corner cases of
process variation. Four cases are modeled by four netlists.
Netlist-1 is the circuit with no systematic process variation.
Netlist-2 is the same circuit with 10% increased Vth for all
MOS transistors. Netlist-3 is the circuit with 10% decrease
in Vth for all MOS transistors. Netlist-4 is the circuit with
10% increase in Vth for all PMOS transistors, and 10%
decrease in Vth for all NMOS transistors.

To accout for intra-die process variation, random
variations of 5% in threshold voltages are added to the four
netlists [2, 42]. Thus, the nominal value Vth of threshold
voltage for a transistor on the chip is modified by an
independent Gaussian random variable with mean Vth and
standard deviation σ = 0.05Vth. Based on the process
foundry information, the percentage for σ can be changed.
However, as pointed out in Section 3.4, the resulting
fluctuations of individual gate IDDQ values tend to average
out when summed up for a large number of gates of a circuit.
Hence, the intra-die process variation, although it provides
realism to our simulation, has no significant effect on the
chip IDDQ or aging assessment.

Netlist-1 represents the ideal case where there is no
systematic process variation. For Netlist-2 both IP and IN

of Eq. 7 will decrease due to the increased Vth. On the other
hand, both IP and IN increase due to the reduced Vth in
Netlist-3. For Netlist-4, IP reduces, whereas IN increases.
Netlist-4 represent the most severe case, as it represents
increased noise effect during the measurement (see Eq. 7).
We measure �I for all four cases and select the maximum
of the four as the threshold value, which is denoted as �IT .
This threshold value selection procedure is shown in Fig. 4
and can be summarized as follows:

1. Create separate netlists for four process corners.
2. Apply input patterns T1 and T2 to all four netlists and

measure IDDQ.
3. Calculate normalized IDDQ and �I for all four netlists.
4. The maximum value of �I found in Step 3 is selected

as the threshold value �IT for detecting recycled chips.

Note that we do not need to perform the simulation when
we have access to new (unused) chips. In the foundry, two
previously selected input patterns, T1 and T2, can be applied
to a reasonably large number of ICs and �I measured. The
threshold value is then the maximum of all �I ’s.
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Measure IDDQ for input pattern T1 and T2

Calculate ∆I

Threshold, ∆IT = maximum ∆I

Netlist-1 Netlist-2 Netlist-3 Netlist-4

Fig. 4 Calculation of threshold �IT

4.2 Test for Identifying Recycled ICs

The test for detecting recycled ICs consists of application of
the two patterns, T1 and T2, derived in the characterization
phase, which also determines a threshold �IT (see
Section 4.1). The proposed flow of the detection method is
shown in Fig. 5. The steps for detecting recycled ICs are as
follows:

1. Input patterns T1 and T2 are applied to the chip under
test.

2. IDDQ for these patterns, I1 and I2, are measured using
a laboratory instrument or an automatic test equipment
(ATE).

3. �I is calculated using Eq. 8.
4. If �I is greater than �IT , the chip is classified as a

recycled chip. Otherwise, it is a new chip.

5 Results and Discussion

We performed aging simulation for several ISCAS’85 bench-
mark circuits [10]. This was done through MOS Reliability
Analysis (MOSRA) in HSPICE integrated circuit reliabil-
ity analysis tool available from Synopsys [67]. Synopsys
32nm technology library [63] was used. MOS transistor
parameters were based on 32nm low power metal gate
Predictive Technology Model (PTM) [48]. The aging sim-
ulation assumed 25 ◦C temperature and a nominal 1 volt

Calculate ∆I

Chip Under Test (CUT)

∆I ≤ ∆IT

YesNo

Apply input pattern T1 Apply input pattern T2

Measure IDDQ current (I1) Measure IDDQ current (I2)

New chipRecycled chip

Fig. 5 Proposed flow for detecting recycled ICs using �I
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supply voltage. The benchmark circuits were synthesized in
Synopsys Design Compiler [17] and converted into HSPICE
netlist by Synopsys IC Validator [46]. Synopsys VCS [68]
provided the gate level analysis in Algorithm 1.

Simulation results for eight benchmark circuits are given
in Tables 4 and 5. Table 4 contains IDDQ for both patterns
for each netlist when the circuit is new. The first column
gives the usage period of the chip in months. IDDQ from
Netlist-1 for patterns T1 and T2 (I1 and I2 in nanoamperes)
are shown in Columns 3 and 4, respectively. �I (see Eq. 8)
is shown in Column 5. The values for Netlist-2 are shown
in Columns 6-8, and those for Netlist-3 and Netlist-4, in
Columns 9-11 and Columns 12-14, respectively. Maximum
value of �I , which is the threshold (�IT ) for each circuit
is shown in Column 15. For c432 benchmark circuit, �I

values in new circuit for four netlists representing process
corners, are 3.30%, 3.31%, 3.15% and 3.45%, respectively.
The maximum value 3.45% is the threshold �IT . Similar
analysis applies to all other benchmark circuits.

Table 5 summarizes IDDQ data after six months and
one year of aging. The columns of this table are similar to
those in Table 5, except the last one. Column 15 here gives
the minimum values of �I obtained from the four netlists.
We can detect a recycled IC if the value of Column 15 is
greater than�IT (Column 15 of Table 4). For c432, after six
months of aging, �I values are 6.07%, 6.09%, 5.89% and
6.37%, respectively. The minimum value 5.89% is greater
than its threshold (�IT = 3.45%). Similar analysis applies
to other benchmark circuits. Note that �I will further
increase when the circuit is aged beyond one year.

The temperature has roles in aging and its measurement.
In our proposed technique, the actual temperature during
current measurements may differ from 25 ◦C assumed in
the analysis. However, patterns T1 and T2 are applied in
quick succession, and current measurements are likely to
be conducted at the same temperature. As a result, the
increase or decrease in I1 and I2 will be in the same
proportion. Thus, the effect of temperature variation will
cancel out in the normalized �I , according to Equation 8.
The other effect of temperature is related to the rate of
aging degradation in the device itself when it is used at
temperatures different from the nominal 25 ◦C. It is well
known that aging becomes faster at elevated temperatures,
a phenomenon used in accelerated testing or burn-in [11].
Since our scale of age is calibrated through simulation at 25
◦C, the age estimated by the two-pattern test will be the real
(accelerated) age and not the calendar age.

6 Conclusion

The two-pattern �IDDQ test can effectively identify IC
usage as short as six months. This is significant because,

in general, a majority of recycled chips circulating in the
market have been used for several years. An advantage of
the proposed method is that it does not require any design
modification and, thus, can be applied to the commercial
off the shelf (COTS) products. In addition, it can be
implemented on any available automatic test equipment
(ATE) and the test is quick and economical because it
involves application of just two patterns for which IDDQ

is measured. An important feature is the suppression of
interference from systematic process variation.

Because activity in an IC varies from gate to gate, not
all transistors experience the same level of NBTI induced
aging. In one of the two test patterns IDDQ is controlled
by the least aged transistors, while in the other pattern it
is controlled by the most aged transistors. The test patterns
used in our illustration were selected from 2,000 random
patterns and cannot be considered optimal. Finding an
optimal pattern pair will be a relevant exercise.

Aging and counterfeit detection of sequential circuits are
definitely of interest. Many clocked synchronous circuits
use the scan methodology for testing [11]. For such circuits,
any pattern can be applied to the combinational part.
Thus, two patterns can be generated for the combinational
logic using the method described here. However, leakage
through the flip-flops with the clock in the inactive state
should be included. For non-scan synchronous circuits and
asynchronous circuits, the generation and application of
a suitable pair of patterns are not as straightforward and
require research.

In the area of testing, very large circuits present a
problem for IDDQ based methods. This is because the
aggregate from a large number of gates affects the ability
to detect small variations. How well the IDDQ based
recycled IC detection will work for large circuits should
be investigated. Intuitively, adding aging effects from a
large number of gates may benefit the detection capability.
Besides analyzing large circuits, our plans include actual
hardware tests using the available Advantest T2000GS ATE
at Auburn University.

The last column of Table 4 shows that not all circuits
are affected by process variation in the same way. Future
investigation on structure and function dependence of
aging may lead to design principles that minimize process
variability.

It is reasonable for the future to assume that the two-
pattern aging test could become a part of the device
specification. In that case, the test may be generated when
the design is completed by the design or test engineer who
would have access to the design and technology details,
libraries, and simulation tools. For the old legacy devices,
some perhaps no longer in production, one must face the
challenge to dig out from a design house or foundry the
information needed to generate the aging tests.
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