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Probabilistic Analysis of Random Test Generation Method
for Irredundant Combinational Logic Networks
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Abstract—In this paper the random test generation method for
large logic circuits is analyzed. Formulas for the detection probability
and the number of random input patterns required to complete the
test generation with a high probability are obtained for an irredun-
dant fan-out-free combinational network tree consisting of identical
n-input NAND gates. The quantitative estimates for the number of
random input patterns required for test generation appear to depend
upon the number of levels in the circuit and the fan-ins of the gates.
Experimental results for actual computer logic circuits are given and
show the validity of the approach.

Index Terms—Combinational networks, detection probability,
fault detection, path sensitizing, probabilistic analysis of logic, ran-
dom test generation.

I. INTRODUCTION

EST GENERATION for both combinational and se-

quential logic networks can be broadly classified as
either probabilistic or deterministic. An example of the
former is the random test generation method [1}-[5].
One-dimensional path sensitizing [6], analytical tech-
niques such as Boolean difference [7], algorithmic tech-
niques as the D-algorithm [87], [9] fall under the latter
catagory. Breuer [3] gives both random and algorithmic
methods for generating tests for sequential circuits. A
general review of these methods can be found in [10}-
[13].

In this paper, we give an analysis of the random test
generation method. For simplicity, we shall confine our-
selves to irredundant combinational circuits with single
stuck ‘type, i.e., s-a-0 and s-a-1, faults. In the random
method, the effect of a failure is propagated to the cir-
cuit output by applying random stimuli to the primary
inputs. By using a simple simulator, the outputs of the
faulty and the fault-free networks are compared. If the
comparison fails, then the random input pattern is re-
tained as a test. For complete fault detection, this experi-
ment is continued until each fault has been detected by at
least one pattern.

For the purpose of probabilistic analysis, a simple tree
structure consisting -of identical n-input NAND gates
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[147]-[16] is used as a model. The lines from the primary
inputs to the primary outputs are identified according to
the levels at which they occur. All the primary inputs are
at the level zero and the levels are incremented by one,
every time the signal path goes through a gate. The level
of a gate is the same as the level of its output line. Using
two valued logic, the probabilities of a line in a partic-
ular level ! assuming the value 0 or 1 are obtained as a
function of [ and the number of fan-ins n of the gate. From
these a formula for the probability of sensitizing a path

“through L levels by at least one out of M independent

random input patterns is derived.

Theoretical and experimental results for circuits of
different maximum number of levels L are presented. These
results show the validity of the analysis model. They also
show how the theory will aid the user of random test gen-
eration method in obtaining the number of random pat-
terns which will provide a complete test set with a high
probability.

II. PROBABILISTIC ANALYSIS
OF THE MODEL

For analysis we consider a fan-out-free tree structure as
shown in Fig. 1 (a). The basic block in this tree is the
n-input NAND gate of Fig. 1(b). It is also assumed that
all the inputs of a gate belong to the same level. Let the
probabilities of a logical 0 and 1 occurring at level I be
P and py!, respectively. Then p is given by [17],

(1)

Pl = (pia)* = (1 — pit®)™,

_since this is the probability of having » 1’s in the (I — 1)th

level. Clearly, the probability of a 1 occurring in the level
lis

2

Example: For a two-input NAND tree, assuming pe® =
pot = 0.5, p1® = 0.25 and p,! = 0.75 for level 1. For level
2, p® = 0.5625, pst = 0.4375, and so on.

The number of fan-ins at any level I can be expressed
as a function n (7). In general, n(l) may be regarded as a
random variable. However, for simplicity, in our model
we assume n(l) = n, for all {. Assuming equal probabili-
ties for the occurrence of 1’s and 0’s at level zero, p;}, and
p? are shown in Fig. 2 for n = 2. It is seen that these
probabilities oscillate around 0.5 and for large I, they
practically take the extreme values (0 or 1) in the alter-
nate levels. For larger n, the stabilization of probabilities

pr=1—-p=1— (pia)™
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Fig. 1. NaND tree network used as analysis model.

Fig. 2. Probabilities »:° and p:! as functions of I for n = 2.

oscillating between the extreme values will occur at much
lower levels.

Let us now compute the probability of sensitizing a
path of length L. By sensitizing a path, we mean propagat-
ing the effect of the fault from the site of its occurrence to a
primary output through L levels. For the fan-out-free
NAND tree, this problem reduces to that of finding (n —1),
1’s at the inputs of each of the L gates along the path,
since the effect of the fault is present in one input of each
gate. In the notation of D-algorithm [8] this is similar
to having a D or a D at one input of each gate. D(D) =
1(0) for the fault-free network and 0(1) for the faulty
one. We use this notation for representing and propagat-
ing faults due to the clear insight it provides into the proc-
ess of path sensitization. For example, in Fig. 1(a), to
propagate a fault at one input of gate 44, to the output,
all the inputs of the gates A;, As,+++, Az, which are not
D or D, should be set to 1.

Next, let P(L) be the probability of propagating a
D or D through a path of length L. We shall consider only
the faults involving the primary inputs, as every fault
in a fan-out-free network is indistinguishable from an input
fault [16]. The probability P(L) can be written as
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L-1

P(L) = P(0) II (ps)",

k=0

(3)

where (pi!)»! is the probability of having (n — 1), 1’s
in level k& and P(0) is the probability of a D or D occurring
at the fault site. For the input faults, without the loss of
generality, P(0) = 1. L is the level of the primary output.
We call P(L), which is the probability of sensitizing a path
of length L by a random input, the detection probability.
For example, for a NAND tree with n = 2, P(1) = 0.5,
P(2) = 0.375, P(3) = 0.164, and so on. Since we are
considering only the input faults, the same pattern which
detects the s-a-0 fault, will also detect the s-a-1 fault just
by changing the D on the particular input line to a D.

Now let M independent random input patterns be
applied to detect the fault. If P(L,M) is the probability
of sensitizing a path of length L by at least one out of M
patterns, then

P(L,M) =1 — (Prob. of none of the M patterns
sensitizing the path)

=1-—{1—P(L)}*™. (4)
Solving (4) for M, we get
_log {1 — P(L,M)} 5)

log {1 — P(L)}

P(L,M) can be considered as a measure of confidence we
attain in sensitizing a path of length L by M patterns.

Computations were done for the case where the primary
inputs can assume the values 0 and 1 with equal proba-
bilities, i.e., p® = po' = 0.5. Detection probability was
computed for various values of L using (2) and (3), and
is shown in Fig. 3 for n = 2 and 3. The zig-zag nature of
these curves is not surprising since for the NAND tree, the
probability p;! oscillates around 0.5. This figure clearly
indicates the difficulty of sensitizing a path as the com-
plexity of the circuit increases. The complexity of a fan-
out-free network, evidently, is a function of the fan-ins and
the number of levels. The points on this figure were ob-
tained experimentally as described in the next section.
Fig. 4 shows M as computed from (5) for P(L,M) = 0.5,
0.9 and 0.99, and n = 2. This gives, quantitatively, the
effort required for sensitizing a path of any length by
random inputs.

III. SIMULATED EXPERIMENT

An experiment was performed on an actual printed
circuit card of a computer. This card consisted of inte-
grated circuit packages containing {AND,0R,NOT} com-
binational logic. There were 56 inputs, 4 outputs, and 72
gates which formed the longest path of nine levels. Since
an equivalent ecircuit using only NaND logic is always
possible [167], [177], the probabilistic results of the previous
section may be expected to be applicable, at least macro-
scopically. Random input patterns, in which each input
can be either 0 or 1 with equal probability, were generated
on a computer and the circuit response was obtained from
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Fig. 3. Detection probability, P(L), as a function of the number
of levels, L, in the path. (0—Experimental results.)
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Fig. 4. Number of random input patterns, M, required to sensitize
a path of L levels with 50, 90 and 99 percent probabilities. (0—
Experimental results.)

a simulator. A TEST-DETECT program [5], [8] was then
used to find the input to output paths sensitized by each
pattern. The fraction of random input patterns which
sensitized a path is shown in Fig. 3 as the experimental
detection probability against the levels in the path. The
fan-ins in the circuit varied from 1 ‘to 8, however, the
average fan-in was found to be 2.25. Thus it is not surpris-
ing that a majority of the experimental points are between
the theoretical curves corresponding to n =2 and n = 3.
Next the probability P(L,M) was obtained for several
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paths of the circuit by the Monte Carlo experiment. In this
experiment, sets of M random input patterns were applied
and the experimental estimate of P(L,M) was computed
as the fraction of these sets which sensitized the path.
This probability for a four-level path is shown in Fig. 5
by the stepped curve. For comparison, the theoretical
curve for the four-level NAND tree model, as computed
from (4) is also shown. Agreement between the two curves
seems reasonable. Similar results were obtained for several
other paths in the circuit.

IV. APPLICATION OF RESULTS

The random test generation method was applied to a
number of printed circuit cards of the above type, con-
taining up to about 500 lines. The flow chart of the method
is shown in Fig. 6. When the computation was carried to a
sufficiently large number of input patterns, complete test
sets for detecting all the single stuck type faults were ob-
tained in most cases. Undetected faults were found to be
redundant. The number of input patterns required to
generate a complete test set is shown as the experimental
points in Fig. 4, against the maximum level in the cir-
cuit. The theoretical curves in this figure correctly predict
the number of patterns required for test generation. It
thus appears that the test generation can be practically
completed by applying a number M, of input patterns,
such that the probability P(L,M) for sensitizing the long-
est path in the network is close to unity.

The random test generation is based on the assumption
that a complete test set can usually be obtained from ran-
dom input patterns forming a subset of the 2¥ possible
patterns, where N is the number of primary inputs. The
theoretical results actually give the number of patterns
in this subset (of course, in a probabilistic sense) which
can be used in designing the test generation experiments.

V. CONCLUSION

In this paper the problem of testing logic networks by
random input patterns is analyzed using a NAND tree
model. The detection probability and the number of input
patterns needed for fault detection are obtained as func-
tions of the number of levels and the number of fan-ins.
Generally, a network with N inputs can be completely
tested by 2¥ input patterns. But as N increases, 2V be-
comes enormous. In practice, however, a number much
lower than this is required for a complete test generation.
It is interesting to note that for the model network of
Fig. 1, the number of primary inputs is a function of the
maximum level in the network. Thus if L is the maximum
level, the number of primary input lines is nZ and there
are 2*” possible input patterns. The number M, of pat-
terns required for sensitizing a path from an input to the
output, even for a high probability (say, P(L,M) =
0.99) for n = 2, remains much less than 22" as L is in-
creased (Fig. 4). Thus the analysis indicates how the
random method of test generation is useful for analyzing
large logic circuits [1], [2], [4], [5].
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Fig. 6. Flow chart of random test generation.

Actual experimental results are compared with the
theoretical ones and there is good agreement between
them. The circuits used in the experiments mostly had
{aND,0R,NOT} logic. A microscopic (gate-by-gate) ex-
amination of these circuits revealed that the logic had a
free type structure, the fan-ins varied from 1 to 8 (average
fan-in being slightly greater than 2) and multiple fan-outs
were also present. Thus the general agreement of theory
with the experiment indicates the validity of the NaAND
model for analyzing the practical circuits. From the results
it is found that an analysis model can be selected with
levels equal to the maximum level in the circuit and the
constant fan-in in the model can be taken as the integer
nearest to the average fan-in in the circuit. It may be

remembered that the theory is based upon the average
characteristics of the network and may be applicable to
large tree type combinational networks only. It may also
be pointed out that for the circuits having storage ele-
ments, the detection probability will depend upon the
order in which the input pattern sequence is arranged.
This case is not covered by the present analysis.
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The Weighted Random Test-Pattern Generator
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Abstract—A heuristic method for generating large-scale integra-
tion (LSI) test patterns is described. In particular, this paper presents
a technique for generating statistically random sequences to test
complex logic circuits. The algorithms used to obtain a set of tests
by means of weighted logic signal variations are included. Several
techniques for assigning these weights and for varying them are
discussed on the basis of the primary algorithm. Also described is
a means of obtaining a minimal number of test patterns. This ap-
proach has proved successful in obtaining fault-detecting patterns.

Index Terms—Fault-detecting patterns, heuristic algorithm,
" large-scale integration, testing, testing algorithms, test-pattern
generator, weighted random patterns.
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INTRODUCTION

HE FIELD of test-pattern generation has grown in

importance with the advent of large-scale integration
(ISI). Numerous algorithms have been developed over
the years with the object of arriving at a set of logic pat-
terns that detect stuck faults in a circuit.

At present, most test-pattern generators (TPG’s) are
deterministic in nature and revolve around the concept of
sensitizing a path between inputs and outputs. These
TPG’s can be divided into two categories: fault-oriented
and path-oriented. Their mode of operation has been de-
seribed in the literature [1]-[4]. However, deterministic
TPG’s are often unable to cope with the increasing com-



