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Introduction

With the advent of wireless devices such as mobile phones, PDA's, etc, the need for energy-efficient microprocessors has boomed. The wireless devices can carry battery sources for energy, which should deplete as slowly as possible without the need to recharge. 

The Report is arranged as follows, Section 1 are the basic terminologies and ideas from the book on energy efficient microprocessor design needed to understand the papers. Section 2 is the list of popular conferences and journals for Computer Architecture. Section 3 is a list of Simulators/models and tool available for measuring the energy efficiency of designs. Finally, in Section 4, is the list of papers coarsely arranged according to the viewpoint taken to solve the problem of energy efficiency. 

1.Basic Definitions
From the book “Energy efficient Microprocessor Design by Thomas D. Burd and Robert W. Brodersen” we understand that microprocessors lose energy due to power dissipation of the semiconductor elements, CMOS. 

Power dissipation occurs for CMOS circuit models in the following manner:


Dynamic Switching Power dominates the total dissipation: This happens due to switching from 0 to 1 in CMOS logic gates, where N is the number of gates and 0<ai<1.



PowerDYNAMIC   ~ CL . V2DD  . fCLK . (a1 +  a2 + a3+.....+aN) 


Short-Circuit Current and Leakage Current are other two reasons of power dissipation but they are much lower than dynamic switching power

Total Power dissipation = PowerDYNAMIC + PowerSHORT  + PowerLEAKAGE


Energy/Operation = (VDD . CEFF)/(Operations/Clock Cycle)


Hence increasing the number of operations per clock cycle, or the parallelism would decrease the energy/operation.


Throughput is defined as Operations/second

Now the metrics used to measure energy efficiency are as follows:

1) Fixed throughput mode. It is assumed that an average number of instructions are executed uniformly per second. Hence Energy/operation is the metric used. In this case lowering the supply voltage, meeting the throughput constraint ensures improvement.

2) Maximum throughput mode.  A threshold maximum energy spent for maximum throughput is analyzed as a bound to the energy spent. Energy-To-Throughput ratio is the measure for energy efficiency.

3) Burst Throughput Mode. It assumes that the processor  load varies as impulses of high activity. The measure for energy efficiency is the average of Energy for maximum throughput mode and energy for idling. 

These techniques lead to the idea of Dynamic Voltage Scaling, in which the supply voltage is scaled the minimum required for the current throughput. It conforms to the Burst Throughput mode assumptions. In order to implement DVS, the OS needs to trigger variation in processor speed, the processor needs to support a wide range of supply voltages and be able to switch amongst them with respect to processor speed. This requires a change in the microprocessor, external RAM and the I/O interface.

In cache organization techniques, average part of the cache that is switched on per cycle during the execution of a program is kept low.

1) Optimizations at architecture level


At the processor architecture design stage, estimating how it would affect energy is difficult. General guidelines for energy efficiency are 

1) for NOPs , disable the pipeline

2) Have 2 different ALU's, one for address calculation and one for integer addition.

3) Rather have a micro programmed microprocessor have base adder/shifter CPU. Micro programmed unit consumes 30x more energy

4) in the doze/idle mode as triggered by the OS, supply only to the PLL and clock

5) Cache access takes lower energy than main memory

6) instruction word length is a deciding factor if the major consumption of energy is due to external memory access

7) Size of register files optimal. 

2.List of conferences/journals
Some of the proceedings that I have looked into are 

1) IPDPS – International Parallel and Distributed Symposium – 2004/2003/2002
2) MICRO -34(2001),35(2002), 36(2003) . ACM/IEEE International Symposium on Micro architecture.

3) ISCA. International Symposium on Computer Architecture

4) HPCA. High Performance Computing Architecture

5) ISLPED -- The International Symposium on Low Power Electronics and Design--2004

6) LCTES -- Conference on Languages, Compilers, and Tools
for Embedded Systems-2004, 2003, 2002, 2001

7) Computer Architecture News -ACM SIGARCH – has interesting summary of snippets from comp.arch USENET newsgroup

8) Microprocessors and Microsystems -- Elsevier– I found it had very small percentage of publications in the area of energy-efficient microprocessors, but had many papers on innovative techniques in Comp Arch.

3.List of Simulators
In order to study the effects of various schemes, and to evaluate the efficacy of new schemes, simulators are required. Simulators to evaluate energy efficiency of microprocessors have been recently developed. 

1. SimplePower, which is an extension of SimpleScalar is an open source simulator developed at Penn State University.

2. Virtutech Simics – a full system simulator.This is a commercial simulator.

3. Wattch is a module that can be integrated with SimpleScalar. It allows the designer to get a snapshot view of the energy consumed by the program given the description of the architecture. It can be used to evaluate the power-performance of an architecture. The paper describing the concept is “Wattch: Framework for Architectural-Level Power Analysis and Optimizations, by David Brooks, Vivek Tiwari and Margaret Martonosi”. The tutorial slides for the same are available at http://www.eecs.harvard.edu/~dbrooks/micro2003-tutorial-final.pdf
4. The paper, “Runtime power monitoring in high-end processors: methodology and empirical data. Isci, C.; Martonosi, M. MICRO-35” was an interesting read, as being able to monitor power at runtime allows the freedom to visualise an array of adaptive techniques for energy efficiency.  

5. HotSpot is a library that can be integrated alongwith Wattch, Simplescalar that provides temperature information. http://lava.cs.virginia.edu/HotSpot/index.htm
6. A few other papers and models that simulate power/energy efficiency are the

1. Cai-Lim model,  

2. Using complete machine simulation for software power estimation: the SoftWatt approach, Gurumurthi, S.; Sivasubramaniam, A.; Irwin, M.J.; Vijaykrishnan, N.; Kandemir, M. HPCA-2002

3. Microarchitectural power modeling techniques for deep sub-micron microprocessors. Nam Sung Kim; Kgil, T.; Bertacco, V.; Austin, T.; Mudge, T. ISLPED 2004, looks at further accuracy in modeling and making the effects due to them visible at a high-level architecture, SimpleScalar.
7. A few models are directed towards specific parts of the architecture such as 

1. Orion: A Power-Performance Simulator for Interconnection Networks Hang-Sheng Wang Xinping Zhu Li-Shiuan Peh Sharad Malik, MICRO-35 which is a power model simulator for chip level interconnection networks.

2. NePSim: A Network Processor Simulator with a Power Evaluation Framework, IEEE micro Sept/Oct 2004

3. XTREM: a power simulator for the Intel XScale® core 
Gilberto Contreras, Margaret Martonosi, Jinzhan Peng, Roy Ju, Guei-Yuan Lueh , LCTES 2004

3.List of papers
Further, upon a short classification of the various publications in the last 2-4 years, I found they are geared towards 

1. Efficient methodologies of achieving Dynamic Voltage Scaling

1. An efficient voltage scaling algorithm for complex SoCs with few number of voltage modes. Gorjiara, B.; Bagherzadeh, N.; Pai Chou ISLPED 2004 . As mentioned above, the DVS scheme requires a large supply voltage range that can be manipulated. This scheme suggests algorithms that can achieve efficiency similar to the one with lots of voltage modes.
2. Memory-aware energy-optimal frequency assignment for dynamic supply voltage scaling. Youngjin Cho; Naehyuck Chang ISLPED 2004. This presents a DVS scheme that not controls the supply voltage, but also coordinates the energy dissipation in the cache.
3. Preemption-aware dynamic voltage scaling in hard real-time systems
Woonseok Kim; Jihong Kim; Sang Lyul Min ISLPED 2004
4. Efficient adaptive voltage scaling system through on-chip critical path emulation
Elgebaly, M.; Sachdev, M. ISLPED 2004






5. Reducing pipeline energy demands with local DVS and dynamic retiming
Seokwoo Lee; Das, S.; Pham, T.; Austin, T.; Blaauw, D.; Mudge, T. ISLPED 2004. - Razor DVS 
6. Dynamic thermal management for high-performance microprocessors
Brooks, D.; Martonosi, M. HPCA -2001. This paper gives an overview of what Dynamic Thermal Management is. Reducing power is not the same as reducing energy, since energy is a product of power and time, hence lowering the voltage as well as the clock may reduce the power but perhaps not the energy. The DTM works in the following manner, 

1. the processor is triggered by the OS to lower the power.

2. Then there is an initiation delay after which the DVS scheme comes into play and attempts to lower the supply voltage selectively.

3. After a policy delay (no of clock cycles before it checks whether the desired voltage has been reached) and a shutoff delay, it switches back to its previous voltage level. The different triggers that are available are

1. Temperature sensors for thermal feedback

2. On-chip activity counters

3. Dynamic profiling analysis

4. compile time trigger requirements, that is include DTM triggers are embedded in the instruction
On being triggered the responses of the DTM technique could be to 

1. clock frequency scaling, performance linearly varies with clock speed.

2. voltage and frequency scaling as done in Transmeta's Long Run 

3. decode throttling is when the flow of instructions is not allowed from the I-cache. That is have a different clock for the I-cache and that for the other parts of the processor and then reduce the clock for the I-cache. 

4. speculation control - this places a bound on the number of unresolved branches so as to reduce the number of states in an active branch. 

5. I-cache toggling- in this the I-cache and branch prediction is disabled regularly and only the Instruction queue is used to fetch instructions from.

This is as opposed to coarse grained software controlled ACPI.
7. Control-theoretic techniques and thermal-RC modeling for accurate and localized dynamic thermal management, Skadron, K.; Abdelzaher, T.; Stan, M.R. HPCA-2003
8. Energy-efficient processor design using multiple clock domains with dynamic voltage and frequency scaling, Semeraro, G.; Magklis, G.; Balasubramonian, R.; Albonesi, D.H.; Dwarkadas, S.; Scott, M.L. HPCA-2003. In this the DVS scaling technique is separated in different parts of the processor, i.e., the frequency of operation and the supply voltage to the I-cache, D-cache, Integer unit and Floating unit can be changed independently. It provides more granularities in decision and control of DVS scheme.
9. Profile-based Dynamic Voltage and Frequency Scaling for a Multiple Clock Domain Microprocessor. Grigorios Magklis  , Michael L. Scott  , Greg Semeraro  , David H. Albonesi  , and Steven Dropsho, ICSA 2003
10. Dynamic voltage scaling with links for power optimization of interconnection networks,Li Shang; Li-Shiuan Peh; Jha, N.K.HPCA-2003
11. A new algorithm for improved VDD assignment in low power dual VDD systems
Kulkarni, S.H.; Srivastava, A.N.; Sylvester, D. ISLPED 2004- This is an algorithm for Extended Clustered Voltage Scaling scheme. It works with 2 levels of supply voltage. It allows level conversion asynchronously.
12. Technology exploration for adaptive power and frequency scaling in 90nm CMOS, Meijer, M.; Pessolano, F.; Pineda De Gyvez, J. ISLPED 2004
13. Temperature-Aware Microarchitecture Kevin Skadron, ¡ Mircea R. Stan, ¡ Wei Huang, Sivakumar Velusamy, Karthik Sankaranarayanan, and David Tarjan, ICSA 2003. This is the paper that places the base for the HotSpot model for simulating temperature variations. 
14. Temperature-aware computer systems: Opportunities and challenges
Skadron, K.; Stan, M.R.; Wei Huang; Velusamy, S.; Sankaranarayanan, K.; Tarjan, D.;Micro, IEEE ,Volume: 23 ,Issue: 6 ,Nov.-Dec. 2003 . This paper is also a continuation of the above and deals with the HotSpot model. It evaluates the capacitances for a given architecture and uses the power density data from Wattch. This work allows designers to DVS while tracking the chip Temperature.
15. Deterministic clock gating for microprocessor power reduction. Hai Li; Bhunia, S.; Chen, Y.; Vijaykumar, T.N.; Roy, K. HPCA-200 Here, the idea of freezing the clock for some parts of the processor is presented, which is known as clock gating        
16. Energy Efficient Co-Adaptive Instruction Fetch and Issue  Alper Buyuktosunoglu, Tejas Karkhanis , David H. Albonesi, and Pradip Bose, Comp Arch News Volume 31 ,Issue 2 (May 2003). 
17. Reducing Power Requirements of Instruction Scheduling Through Dynamic Allocation of Multiple Datapath Resources, Dmitry Ponomarev, Gurhan Kucuk, Kanad Ghose, MICRO-34 








18. Power-aware control speculation through selective throttling, Aragon, J.L.; Gonzalez, J.; Gonzalez, A. HPCA-2003. It deals with optimizing branch prediction with energy in mind 




19. Power issues related to branch prediction Parikh, D.; Skadron, K.; Yan Zhang; Barcella, M.; Stan, M.R. HPCA-2002 .It poses the question whether one should spend more time predicting the branch optimally so as to reduce running time. It makes a trace of the energy being used at the compiler by tracing different paths and speculating branches.
20. Exploiting VLIW Schedule Slacks for Dynamic and Leakage Energy Reduction, W. Zhang, N. Vijaykrishnan, M. Kandemir, M.J. Irwin, D. Duarte, Y-F Tsai, MICRO-34. 
21. Reducing Power with Dynamic Critical Path Information, John S. Seng, Eric S. Tune, Dean M. Tullsen, MICRO-34
22. Positional Adaptation of Processors: Application to Energy Reduction   Michael C. Huang Jose Renau and Josep Torrellas – kind of different high level adaptation
23. A Formal Approach to Frequent Energy Adaptations for Multimedia Applications. Christopher J. Hughes Sarita V. Adve
24. Energy-Effective Issue Logic Daniele Folegnani and Antonio GonzaJez , ISCA 2001. It minimizes the energy loss due to queuing at the instruction cache.
25. Cache Decay: Exploiting Generational Behavior to Reduce Cache Leakage Power Stefanos Kaxiras Zhigang Hu, Margaret Martonosi, ICSA 2001. Both this paper and the next attempt to lower the PowerLEAKAGE at the cache, by selectively turning off the cache lines that are not required.
26. Cache Line Decay: A Mechanism to Reduce Cache Leakage Power,
Stafanos Kaxiras, Zhigang Hu, Girija Narlikar and Rae McLellan, ASPLOS Workshop on Power-Aware Computer Systems (PACS), Nov 2000.
27. Saving Energy with Architectural and Frequency Adaptations for Multimedia Applications. Christopher J. Hughes, Jayanth Srinivasan, Sarita V Adve, MICRO-34
28. VSV: L2-miss-driven variable supply-voltage scaling for low power
Hai Li; Chen-Yong Cher; Vijaykumar, T.N.; Roy, K. MICRO-35
29. Dynamic voltage scaling for real-time multi-task scheduling using buffers 
Chaeseok Im, Soonhoi Ha LCTES 2004
30. Energy-conscious compilation based on voltage scaling 
H. Saputra, M. Kandemir, N. Vijaykrishnan, M. J. Irwin, J. S. Hu, C-H. Hsu, U. Kremer ,LCTES 2002. At the compilation stage, the knowledge of the voltage scaling technique is used to optimally generate instructions.

2. Reducing the power dissipation at the cache, by selectively turning it off at parts without a huge performance hit. The cache disspates a lot of energy due to switching elements.  From 1-13, the papers directly attempt at reducing power at the cache by various organizations of the cache, regulating the voltages to different parts of the cache, etc.14,15,16 and 17 take the approach of using compiler directives to reduce cache leakage power. As can be imagined, at the compiler, if the spatial locality of the accesses is increased, it would be easier to shut off a larger part of the cache without much performance degradation on the average. 18 an d19 further focus on branch predictions, taking the branches that lower overall energy efficiency.
1. A Leakage-Energy-Reduction Technique for Highly-Associative Caches in Embedded Systems, Akihito Sakanaka , Seiichirou Fujii, Toshinori Sato – Comp Arch News, Vol 32, No 3 , June 2004
2. A Highly Configurable Cache Architecture for Embedded Systems ,Chuanjun Zhang Frank Vahid and Walid Najjar, ISCA 2003
3. Dynamic Fine-Grain Leakage Reduction Using Leakage-Biased Bitlines, Seongmoo Heo, Kenneth Barr, Mark Hampton, and Krste Asanovic, ISCA 2002
4. Drowsy Caches: Simple Techniques for Reducing Leakage Power Krisztian Flautner, Nam Sung Kim, Steve Martin, David Blaauw, Trevor Mudge ISCA 2002
5. Drowsy Instruction Caches: Leakage Power reduction using dynamic voltage scaling and cache sub-bank predictionNam Sung Kim; Flautner, K.; Blaauw, D.; Mudge, T., MICRO-35
6. Reducing Set-Associative Cache Energy via Way-Prediction and Selective Direct-Mapping, MD Powell, Amit Agrawal, T.N. VijayKumar, Babak Falsafi, Kaushik Roy, MICRO -34

7. Constant-load energy recovery memory for efficient high-speed operation
Joohee Kim; Papaefthymiou, M.C. ISLPED 2004

8. DRAM energy management using software and hardware directed power mode control, Delaluz, V.; Kandemir, M.; Vijaykrishnan, N.; Sivasubramaniam, A.; Irwin,M.J. HPCA -2001

9. JETTY: filtering snoops for reduced energy consumption in SMP servers
Moshovos, A.; Memik, G.; Falsafi, B.; Choudhary, A. HPCA-2001

10. Direct Addressed Caches for Reduced Power Consumption, Emmett Witchel, Sam Larsen, C. Scott Ananian and Krste Asanovic, MICRO-34

11. Generating Physical Address Directly for Saving Instruction TLB Energy, I Kadayif, A Sivasubramaniam , M. Kandemir, G Kandiraju, G. Chen, MICRO-35

12. Energy efficient Frequent Value data Cache design, Jun Yang, R Gupta, MICRO-35 -How is it different from simple LRU

13. Exploiting choice in resizable cache design to optimize deep-submicron processor energy-delay. Se-Hyun Yang; Powell, M.D.; Falsafi, B.; Vijaykumar, T.N. HPCA -2002
14. A Trace-based Binary Compilation Framework for Energy-Aware Computing Lian Li and Jingling Xue
15. Compiler-Directed Instruction Cache Leakage Optimization W. Zhang, J. S. Hu, V. Degalahal, M. Kandemir, N. Vijaykrishnan, M. J. Irwin, MICRO-35
16. The minimax cache: an energy-efficient framework for media processors
Unsal, O.S.; Koren, I.; Mani Krishna, C.; Moritz, C.A. HPCA -2203
17. Power-efficient prefetching via bit-differential offset assignment on embedded processors Xiaotong Zhuang, Santosh Pande . Instruction issue is arranged with respect to info from  both compiler and hardware in order to minimize energy wastage in D-cache and I-cache, try to address in such a way that your D-cache access is really nearby, LCTES 2004
18. SEPAS: A highly accurate energy-efficient branch predictor, Baniasadi, A.; Moshovos, A. ISLPED 2004
19. Speculative software management of datapath-width for energy optimization 
Gilles Pokam, Olivier Rochecouste, André Seznec, François Bodin, LCTES 2004

3. The following set of papers are related to energy efficienct design by making adjustments in the architecture of the processor. In 3,4 the multiplier is being optimised as it is a major source of activity for the DSP processor. In 2, the optimal number of register ports are designed. 5, 7, 8 and 9 focus on how to make the pipeline more energy efficient. 

1. Energy Exposed ISA. Krste Asanovic. Work in Progress HPCA-6 
2. Reducing Register Ports for Higher Speed and Lower Energy Ji Park, MD Powell,TN Vijaykumar
3. Low-power fixed-width array multipliers,Jinn-Shyan Wang; Chien-Nan Kuo; Tsung-Han Yang. ISLPED 2004
4. The design of a low power asynchronous multiplier
Yijun Liu; Furber, S. ISLPED 2004
5. Reducing pipeline energy demands with local DVS and dynamic retiming
Seokwoo Lee; Das, S.; Pham, T.; Austin, T.; Blaauw, D.; Mudge, T. ISLPED 2004

6. Managing static leakage energy in microprocessor functional units
Dropsho, S.; Kursun, V.; Albonesi, D.H.; Dwarkadas, S.; Friedman, E.G., MICRO-35

7. Optimizing pipelines for power and performance
Srinivasan, V.; Brooks, D.; Gschwind, M.; Bose, P.; Zyuban, V.; Strenski, P.N.; Emma, P.G.MICRO-35

8. Power-optimal pipelining in deep submicron technology
Seongmoo Heo; Asanovic, K.  ISPLED 2004

9. Optimum Power/Performance Pipeline Depth A. Hartstein and Thomas R. Puzak, MICRO-35

10. Power-aware microarchitecture: design and modeling challenges for next-generation microprocessors. Brooks, D.M.; Bose, P.; Schuster, S.E.; Jacobson, H.; Kudva, P.N.; Buyuktosunoglu, A.; Wellman, J.; Zyuban, V.; Gupta, M.; Cook, P.W.;Micro, IEEE ,Volume: 20 ,Issue: 6 ,Nov.-Dec. 2000 
11. An Accurate Instruction-Level Energy Consumption Model for Embedded RISC Processors Sheayun Lee, Andreas Ermedahl, Sang Lyul Min LCTES 2001

2. Some energy efficient schemes are targetted towards specific scenarios and elements. In 1, the design is towards making of very low power wireless sensor nodes.

1. dutt@ics.uci.eduLow Power Wireless Networked Low Power Wireless Networked System Desi gn System Design  Rajesh K. Gupta with contributions from Mani Srivastava, UCLA, mbs@ics.uci.edu.edu Nikil Dutt, UC Irvine,  HOTCHIPS 2002

2. Hybrid Run-time Power Management Technique for Real-time Embedded System with Voltage Scalable Processor Minyoung Kim, Soonhoi Ha LCTES 2001
3. Power-Aware Design Synthesis Techniques for Distributed Real-Time Systems 
Dong-In Kang, Stephen Crago, Jinwoo Suh LCTES 2001

3. Circuit level techniques. 

1. Exploiting Resonant Behavior to Reduce Inductive Noise Michael D. Powell and T. N. Vijaykumar, ISCA 2004. This paper is quite interesting as it proceeds to explain the basic concept of how resonance occurs, how to detect it and how to prevent it in a microprocessor. Resonance increases the impedance of the chip to a high and generates inductive noise.

2. On optimality of adiabatic switching in MOS energy-recovery circuit
Baohua Wang; Mazumder, P. ISLPED 2004 Bounds on voltage scaling

3. Control techniques to eliminate voltage emergencies in high performance processors,Joseph, R.; Brooks, D.; Martonosi, M. HPCA-2003For Dynamic Voltage Scaling

4. Integrated adaptive DC/DC conversion with adaptive pulse-train technique for low-ripple fast-response regulation,Chuang Zhang; Dongsheng Ma; Srivastava, A. ISLPED 2004. This is the technique used to change between voltage levels in a DVS capable microprocessor.

5. Managing standby and active mode leakage power in deep sub-micron design
Clark, L.T.; Patel, R.; Beatty, T.S.  ISLPED 2004

4. Reducing energy at the Interconnect

1. Power-driven Design of Router Microarchitectures in On-chip Networks Hangsheng Wang Li-Shiuan Peh Sharad Malik, MICRO-35

2. Spatial encoding circuit techniques for peak power reduction of on-chip high-performance buses, Kaul, H.; Sylvester, D.; Anders, M.; Krishnamurthy, R. ISPLED 2004
3. Approaches to run-time and standby mode leakage reduction in global buses,Rao, R.; Agarwal, K.; Sylvester, D.; Brown, R.; Nowka, K.; Nassif, S. ISLPED 2004

