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Abstract

Scan design has been the backbone of design for testability (DFT) in industry for about three decades because scan-based design can successfully obtain controllability and observability for flip-flops. Serial Scan design has dominated the test architecture because it is convenient to build. However, the serial scan design causes unnecessary switching activity during testing which induce unnecessarily enormous power dissipation. The test time also increases dramatically with the continuously increasing number of flip-flops in large sequential circuits even using multiple scan chain architecture. An alternate to serial scan architecture is Random Access Scan (RAS) [1] [2]. In RAS, flip-flops work as addressable memory elements in the test mode which is a similar fashion as random access memory (RAM). This approach reduces the time of setting and observing the flip-flop states but requires a large overhead both in gates and test pins. Despite of these drawbacks, the RAS was paid attention by many researchers in these years. This paper takes a view of recently published papers on RAS and rejuvenates the random access scan as a DFT method that simultaneously address three limitations of the traditional serial scan namely, test data volume, test application time, and test power.
1 Introduction
    The skyrocketing increasing transistor count and circuit density of modern very large scale integrated (VLSI) circuits have made them extremely difficult and expensive to test comprehensively. The DFT method has been widely accepted to obtain high fault coverage test for circuit with large number of storage elements. As a result, serial scan has been used to improve test performance. In serial scan, the storage elements in circuit are serially shifted in and out to attain the desired controllability and obervability with relatively low hardware overhead.
    However, as the complexity of circuits has grown, the serial-scan has some inherent problems. In particular three problems associated with serial scan. These are 1) test data volume, 2) test application time, 3) test power consumption. The test application time of serial scan DFT method is proportional to the scan chain length and the number of test vector. Although, multiple scan chains can be used to reduce the length of scan chains, the number of scan chains are limited by the number of test channels/pins on automatic test equipment (ATE) whose cost can be prohibit high.
The switching activity and power consumption of serial-scan based DFT method is also known to be much higher than normal circuit operation. Generally, test power dissipation in scan based design, consisting of both shift and capture power dissipation [3], is significantly higher than functional power dissipation [4]. This is especially true for high-speed and high density deep sub-micron (DSM) integrated circuits with the system-on-chip (SoC) scheme [5]. The excessive heat dissipation caused by high power consumption may produce incorrect responses, permanently damage a circuit under test (CUT), and reduce its reliability due to accelerated electromigration, or result in yield loss due to faulted test results caused by IR drop [6].
Numerous methods have been studied to address these problems either independently or combined. Previous techniques for reducing power dissipation during test application based on four major approaches: scheduling, test vector manipulation, circuit modification, and scan chain modification. Test vector manipulation includes power-aware ATPG, static compaction [7], test vector modification [8], test vector compression [9] and vector reordering [10] and coding [11]. Scan chain modification includes scan chain reordering, scan chain partitioning.
All problems stated above are due to the underlying test environment, serial-scan and its primitive operation, namely, scan-shifting. An orthogonal attack to the above listed techniques is random access scan (RAS) based techniques. The recent research [12] shows in RAS based technique the test application time and test data volume can be greatly reduced with over 99% test power reduction. However, the research in [12] shows this method compromises the test cost with high hardware overhead and the practicality of implementation of RAS architecture were not addressed.
Recently, many new techniques have been proposed to further reduce both test application time as well as power consumption simultaneously. A modified scheme of RAS has been described in [13], in which the captured response of the previous pattern in the flip-flops is used as a template and modified by a circular shift for subsequent pattern. Unique RAS-cell based architecture [14] [15] has been designed, aiming at minimizing the routing complexity. Another novel scan architecture called Progressive Random Access Scan (PRAS) and test application methods for PRAS are proposed in [16], which has structure similar to static random access memory (SRAM).  Test vector ordering and Hamming distance reduction are proposed to minimize the total number of write operations for a give test set [16][17] partitioned Grid Random Access Scan (PRAS) [18] method uses multiple PRAS grids by partitioning; the result of this method shows the application time decreases much faster than that of multiple serial scan with addition test pins.  The test compaction technique is also used in RAS. New parallel random access virtual scan (PRAVS) architecture is proposed in [19]; with X-Tolerant Compactor used in PRAVS it gets more test data/time reduction than conventional RAS.
    This paper is organized as bellows: Section2, the RAS architecture is introduction. The novel random access architecture is explained in Section 3. In Section 4, the technique using X-tolerant Compactor in RAS scheme is presented. Based on experimental result, the practicality, other benefits on diagnosis and future research for proposed directions are proposed in Section 5. Finally, Section 6 gives a brief conclusion of this paper.

2 Random Access Scan

    Fig 1. shows the basic architecture of the RAS. A Decoder is used to address every FF. The RAS allows reading or writing of any flip-flop using address bits where “n” is the number of scanned flip-flops when the address is applied, the address decoder produces a scan enable signal to the corresponding flip-flop needed to be placed with a data from the scan-in. In this technique, the scan function is implemented as a random-access memory. Hence at every given time only one FF is accessed while other FFs retain their state. The architectures described in most literatures mainly consists of a scan-in signal that is broadcasted to every FF, a test control signal that is broadcasted to all FFs, and a unique decoder signal from the decoder to every FF. 
    A more feasible decoder has been designed. The grid architecture shown in Fig 2 is one efficient way to layout the decoders. With a minimum of two layers of metal routing, the row wires can be accommodated within the channel in between the cell rows and the column wires can be routed over the cell in the next metal layer. Hence there will be an increase of one track per channel (assuming m channels) and n tracks that are routed on the next metal layer [15]. 
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 Figure 1. Design of RAS as described in [1] 
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           Figure 2. Decoder design

    In those two decoder structures, suppose there are Nff flip-flops in the circuit. In Figure 1, there will be Nff - address wires to those N flip-flops. Compared to Figure 1, there are only 
[image: image4.wmf]Nff

 address wires to N-ffs in Figure 2. Although this structure need both row decoder and column decoder when only one decoder is used in Figure 1, the hardware overhead reduced greatly using structure 2.
3. The Novel Random Access Structure [15]
    This novel RAS structure based on the Row- Column Decoder design we have described. A unique “toggle” mechanism has been proposed.   

The RAS flip-flop can be described by three operations that are essential to satisfy the test requirements, which are, to capture the response of the circuit in the normal mode, to toggle the current state of the flip-flop being addressed and retrieve the contents simultaneously, and finally make sure that all unaddressed flip-flops hold their previous states while one flip-flop is being accessed during test mode. The operations are summarized in the first column of Table 1. We have assumed the flip-flop to be made up of a master and a slave latch as shown in Figure 1 as a reference. Every flip-flop gets two inputs, one from the row (x) and one from the column (y) decoder. The other inputs are clock and data from the combinational logic. The combinations used for the three functions are listed in Table 1. We have assumed the flip-flop to be made up of a master and a slave latch and every flip-flop gets two inputs, one from the row (x) and one from the column (y) decoder in Figure 3. The other inputs are clock and data from the combinational logic. The combinations used for the three functions are listed in Table 1.
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             Table 1 RAS signals
In the normal mode of operation, the x and y lines are ‘0’s and the decoders are disabled. The output at every AND gate inside the flip-flop is ‘0’ enabling the OR gate and routing the data from the combinational logic through the mux to be captured in the flip-flops. The master is latched at the pulse of the clock and the slave is latched subsequently. In the test mode, the clock is stopped and the row and column decoders select one line each to address a flipflop at its intersection. Hence only the flip-flop which is addressed sees a ‘1’ at both x and y lines. Let us assume that the row decoder decodes one among the m lines and the column decoder decodes one among the n lines, where the total number of flip-flops are m x n. It is assumed that the inputs to the decoder fans-out from the primary inputs of the circuit. Therefore the number of inputs to the circuit must be greater than log2 m + log2 n.
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   Figure 3. Modified scan flip-flop to     

                   implement RAS
4. Scan Compression on Random Access Scan
    Using the RAS structure described above, the result shows power dissipation during test is reduced by up to 99% with 10% adding area/routing overhead. But, the 2x-3x test data reduction is not very satisfied by researchers. The new RAS compression architecture is referred to as parallel random access virtual scan (PRAVS) architecture. The goal of PRAVS is to reduce test power dissipation, test data volume, and test application time by at least 10x to 100x. In order to achieve the highest fault coverage and end product quality, PRAVS is also equipped with built-in reconfiguration capability to support top-up ATPG and fault diagnosis. Here, I focus on the test compassion technique in PRAVS. 
    The compactor in the PRAVS architecture is used for space compaction of test responses from a large number of internal scan outputs to a small number of external scan output ports. Figure 4 shows an example compactor design consisting of a mask network and an XOR network. As an alternative, Figure 5 shows an X-tolerant compactor implementation [20] that is effective in avoiding unknown values corrupting the compactor. 
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 Figure 4. An Example Compactor Design 
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Figure 5. An Example X-Tolerant Compactor 
    The result in table 2 shows the PRAVS design can achieve almost the same reduction ratio in test power dissipation as a conventional RAS design, while offering significant reduction in test data volume and test application time by taking advantage of the built-in scan compression architecture. With a marginal increase in area and routing overhead, PRAVS results in much less test power dissipation, and test data volume and test application time over a conventional serial scan design. 
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Table 2. Estimated Reduction using PRAVS and Conventional RAS with respect to a Serial Scan Design

5. Future Work
RAS has started gaining acceptance gradually. Many practically implement has been proposed. Simulation result shows that power dissipation is reduced up to 99% and up to 60% reduction test vector based on algorithms. The compactor is also used in RAS structure to further reduce the test application time and test data. Whether can we combine those techniques to get a smaller test data is under research and there may be some other compactors can be used in RAS. Also, how to get rid of the X (unknown) states in scan based design is open problem. What’s more, the decoder design can be modified to get the minimum hardware overhead. As we know, we can use more than 2 wires to select one RAS cell. For a design with 64 FFs in it, using 3 decoders we can have totally 3 x 
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64

= 12 wires while using 2 decoders total wire is 2 x 
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= 16 wires. But hardware of decoder increases fast as the number of decoder increases.
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Fig 6.Address decoder logic for 2-bit input address
    As we can see, for one n inputs -
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outputs   full addressed decoder, the hardware overhead is: (#n inverters + #
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 AND gates)
Then, we compare 3-decoder design and 2- decoder design to 64 FFs.
	
	# Wire
	#decoder inputs
	Hardware

	3-decoder design
	12  
	2
	2 inverters + 4 ANDs

	2-decoder design
	16  
	3
	3 inverters + 8 ANDs


Table3.   3-decoder design vs. 2-decoder design
6. Conclusion

This paper describes the techniques of RAS, an alternate scan scheme which is much different with serial scan design in DFT methods. Recently research approaches have been summarized in this paper, and we picked two techniques to be discussed in this paper: a toggle-based RAS cell design and X-tolerant Compactor in PVAVS. Further, we propose some new ideas which may further improve the RAS techniques. These ideas are still under research.
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