SINGLE VIRTUAL SYSTEM FOR HPC
The Dell PowerEdge M1000e, coupled with the vSMP Foundation™ aggregation technology, provides a supercomputing system with a single Operating System and 1.5TB shared memory running on 512 Intel Xeon X5560 Nehalem 2.8GHz processor cores.  This solution provides over 5.7 TFLOP, 1.5TB 1333MHz ECC shared memory and over 90 GB/s of memory bandwidth*.
The Dell Single Virtual System for HPC provides an alternative to traditional SMP systems as well as simplification for cluster deployments by offering a fat-node cluster infrastructure:

· Unlike traditional SMPs that are costly and expose end-users to vendor lock-in, Dell’s Single Virtual System allows customers to run OpenMP, MPI and large memory jobs with up to 512 cores and 2TB RAM on standard x86 hardware.

· This solution significantly simplifies the operational tasks associated with clusters, such as multiple Operating Systems, application installation per node, and storage management. The solution consolidates a typical 256-node cluster into a 16-node fat-node cluster, greatly reducing the number of managed entities.  In addition, it allows greater flexibility for users and programmers, as MPI, OpenMP, and large memory applications can share the same infrastructure.  In addition, Storage infrastructure is simplified as well, with better I/O performance by aggregating the local drives for scratch storage.

The Versatile SMP (vSMP) Architecture
The innovative ScaleMP Versatile SMP (vSMP) architecture aggregates multiple x86 systems into a single virtual x86 system, delivering an industry-standard, high-end symmetric multiprocessor (SMP) computer. ScaleMP is using software to replace custom hardware and components, to offer a new, revolutionary computing paradigm.

The vSMP architecture utilizes the Dell PowerEdge M1000e and does not require any custom parts. Its key value is the utilization of software to provide the chipset services that are otherwise required in creating traditional multi-processor systems.  vSMP Foundation provides cache coherency, shared I/O and the system interfaces (BIOS, ACPI), which are required by the OS.  The vSMP architecture is implemented in a completely transparent manner; no additional device drivers are required and no modifications to the OS or the applications are necessary. 

Requirements 
vSMP Foundation uses the following components: 

· Multiple industry standard x86 systems, such as the Dell PowerEdge M600 (note that processor speeds and amount of memory across systems do not have to be the same), 
· InfiniBand infrastructure in the form of HCA's and switch, 

· vSMP Foundation Devices (USB) are used to load the vSMP Foundation software to the blade.  These USB flash devices are plugged into each blade system board and are pre-loaded with vSMP Foundation. 

One System 

Once loaded into the memory of each of the systems, vSMP Foundation aggregates the compute, memory and I/O capabilities of each system and presents a unified virtual system to both the Operating System and the applications running above the OS.  vSMP Foundation uses a software-interception engine in the form of a Virtual Machine Monitor (VMM) to provide a uniform execution environment.  vSMP Foundation also creates the required BIOS and ACPI environment to provide the OS (and the software stack above the OS) a coherent image of a single system.


Coherent Memory 

vSMP Foundation maintains cache coherency between the individual boards using multiple advanced coherency algorithms.  These complex algorithms operate concurrently on a per-block basis, based on real-time memory activity access patterns.  vSMP Foundation leverages board local-memory together with best-of-breed caching algorithms to minimize the effect of interconnect latencies. 

Shared I/O 

vSMP Foundation aggregates I/O resources across all boards into a unified PCI hierarchy and presents them as a common pool of I/O resources to the OS and the application.  The OS is able to utilize all the system storage and networking controllers to provide high-I/O system capabilities. 

Versatile System 

vSMP Foundation aggregates system boards with different processor speeds, varied memory amounts or dissimilar I/O devices.  This is a unique capability among x86 shared memory systems:

· A homogenous system with up to 32 sockets (128 cores) and 1 TB RAM, delivering more than 1.5 TFLOPS should be used for compute-intensive applications.

· For applications that are memory-intensive and not compute-intensive, an imbalanced configuration using both high-speed and low-speed processors can be architected.  With such an imbalanced configuration, vSMP Foundation will aggregate only the high-speed processors, while not exposing the low-speed processors to the Operating System.  Such a configuration allows reduced costs and power consumption, providing large-memory and top system performance.
Similarly, the customer can mix and match I/O expansion options to fit application needs, making it possible to deliver the industry's most versatile and flexible high-end x86 systems.  Coupled with the price/performance attributes, solutions based on vSMP Foundation provide customers the best value for their money.

ScaleMP vSMP Foundation has been deployed at over 100 sites around the world, including global 2000 companies.
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Simplified Cluster 
Using the Dell Single Virtual System simplifies cluster infrastructure.  The traditional cluster deployment will have four components:

· Compute nodes.

· Head node.

· Fast clustered storage for scratch (low density, high bandwidth).

· Main storage for home directories, applications, and data (high density, low bandwidth).

Assuming such a cluster with 288 nodes, the Dell Single Virtual System, will aggregate it to 24 fan-node cluster, where each node will have 128 cores, 512 GB RAM, and will remove the need for the clustered storage.  In essence from management standpoint the solution will have:

· 24 node cluster, where each node will have 128 cores, 512 GB RAM, and over 9TB internal storage.  Each node will include ScaleMP’s vSMP Foundation, RHEL Linux installed on Dell PowerEdge M1000e with 16 M600 nodes in Single Virtual System configuration.

· Each of the 24 nodes will be connected to two GigE switches.

· The GigE network will also include 6 login nodes and the Research Storage (connected with 10 GigE).

Performance
The system’s capability as measured with SPECcpu_base_rate2000, shows 70%-80% speedup going to 128 cores (results measured on a 16 board configuration with 32 quad-core 2.33 GHz Xeon processors (E5345). 
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Furthermore, the solution shows linear memory bandwidth scalability.  The results were measured on a system with 16 boards and 32 quad-core 2.33 GHz Xeon processors (E5345).  The system has a total of 1024 GB shared memory RAM.  Please note that this system has slow memory on the last two system boards (cores 112-128), due to a lack of availability of faster memory modules at the time of the benchmark. 
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