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Abstract
A new arithmetic number system based on fractional powers of two is proposed. In this system, the weight of each bit position is a power of \(2^n\), where \(n=2,3,4\) etc. Multiplication or division by \(2^n\) can be accomplished by simple shifts of the input data. Although not as simple as in conventional two's complement binary, addition and subtraction can be accomplished using simple ALU structures. Details of how this is accomplished are given, as well as an implementation of a hardware structure to perform multiply-accumulate operations commonly found in neural nets and FIR filters.
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Introduction
Many recent achievements have been recorded in the relatively new area of research in neural networks. New learning algorithms, new system structures and many useful applications have been found. Neural network hardware implementations are also of current focus, but this area of research is not as advanced. This is obvious that better hardware implementation could enhance neural network development. A neuron must perform a series of multiply-accumulate operations. This can be done in analog hardware or in digital computer systems. For many applications, the input signals are in digital format and the analog technique of implementing a neural network is prohibitive. Therefore, an all-digital approach must be taken \([1][2][3]\). Because of the need to perform the multiply operation, neural networks implemented in a digital computer operate relatively slowly. The signal at each neural connection has to be multiplied by an appropriate weight. One way to overcome this problem is to use logarithmic arithmetic \([4][5]\). In this case multiplications are fast (amounting to simple addition) but the addition and subtraction process creates a problem. Another approach is to use the shift operation instead of multiplication \([6]\). In the case of binary systems, such multiplication is coarse. Multiplicands with a value of powers of two are only possible; i.e. 2, 4, 8, 16 ..., or 0.5, 0.25, 0.125 .... The purpose of this paper is to introduce a new number system to perform the arithmetic operations required in sum-of-products algorithms. This system seems ideally suited for applications where fast, but not necessarily accurate, multiplications are required, as is the case for a neuron in a neural network. Instead of binary numbers in base 2 numbers in base \(2^n\) are introduced. Using this approach fast multiplications and division are possible by simple shifting of the input data.

Concept of the arithmetic
Consider a neuron that performs arithmetic using a different number system. This number system is to be based upon weights of \(2^n\) (where \(n=2,3,4\), etc.) instead of 2. The use of such a number system has lead to the design of simple neurons with interesting features. For example, if \(n=2\), this new number system is based upon powers of \(\sqrt{2}\). That is, the least significant bit has a value of 1, the second \(\sqrt{2}\), etc. In this case, the representation for the number \(7.4142_{10} = \sqrt{2} + 6 \times 0110_1 + 0001_0\) is as shown in Figure 1.

<table>
<thead>
<tr>
<th>(8v2)</th>
<th>8</th>
<th>4v2</th>
<th>2v2</th>
<th>(v2)</th>
<th>1</th>
<th>(8v2+6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1. The representation of 7.4142 in base \(\sqrt{2}\) number system.

In this numbering system, multiplication or division by powers of \(\sqrt{2}\) corresponds to the shift left or shift right operation by one position as shown in Figure 2. Multiplication by \((\sqrt{2})^2 = 2\sqrt{2}=2.8284\) of the number 7.4142 corresponds to the shift left by three places.

<table>
<thead>
<tr>
<th>(8\sqrt{2})</th>
<th>8</th>
<th>4</th>
<th>2</th>
<th>(\sqrt{2})</th>
<th>1</th>
<th>(8\sqrt{2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(8\sqrt{2})</th>
<th>8</th>
<th>4</th>
<th>2</th>
<th>(\sqrt{2})</th>
<th>1</th>
<th>(8\sqrt{2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Multiplication and division by \(\sqrt{2}\) as done with shifts in base \(\sqrt{2}\) number system. The original value of the number was 7.4142, as shown in Figure 1.

Addition (and substraction) of two numbers in base \(\sqrt{2}\) is similar to binary addition (and substraction), with the difference that the carry coming out of the addition of any two bits is added in two bit positions to the left as shown in Figure 3. If the base is \(2^n\), the carry is shifted by \(n\).
### Implementation of the arithmetic

With the proposed arithmetic, multiplication or division by a constant can be replaced with shift left or shift right operations. Likewise, when arithmetics base $\sqrt{2}$ are used, addition and subtraction operations can be performed in a similar way as in binary arithmetic. The only difference is the necessity of independent operations on two components of half length. These computations are best performed in parallel using two separate ALU units. Thus arithmetics in base $2^{1/2}$ require n parallel ALU units.

There are several hardware configurations that could implement the $2^{1/2}$ arithmetic discussed above. It is obvious that one shift register and at least two simple ALUs that perform addition or subtraction (using two components) are required for the $\sqrt{2}$ arithmetic shown in the examples. One such hardware model is shown in figure 6. It is intended to perform a multiply-accumulate operation such as would be required in a neural net or a FIR filter. The input values are two component binary numbers, in this case 16 bits wide. The weights can be represented in a 6 bit number, in a form of sign-magnitude format. Actually, one bit is for the sign, another for the shift direction (multiplication or division), and 4 bits for the shift count.

The input value is loaded into a 16 bit barrel shifter with the shift direction controlled by the weight's direction bit and the shift amount controlled by the most significant 3 bits of the shift count. Shifting is done as in normal two complement data shifts—left shifts fill with zeros and right shifts fill with sign extension. The result of this shifting process multiplies the input value by the unsigned fixed weight.

The output of the shift register is feed into one of two add/accumulate structures by the action of two 16 bit multiplexers controlled by the least significant bit of the shift count. If this bit is a one, indicating multiplication/division by $\sqrt{2}$, then the value is added to the accumulator holding the $\sqrt{2}$ terms (represented as result_sq_rt in Figure 6). If this bit is a zero, indicating multiplication/division by integer values, then the value is added to the result_int accumulator. Actually, the ALUs in the figure perform either addition or two complement subtraction, as controlled by the sign of the weight.

The hardware controller continues the multiply-accumulate operations until all the input values are processed. At the conclusion, the result accumulators hold the $\sqrt{2}$ and integer sums. Since it is desirable to have standard binary outputs, it is necessary to multiply the value in the result_sq_rt accumulator by $\sqrt{2}$ and add these to the integer accumulator. This is done by passing the value in the result_sq_rt accumulator back through the multiply-accumulate structure with appropriate weights to approximate multiplication by $\sqrt{2}$ ($\sqrt{2} = 1 + 1/4 + 1/8 + 1/32$).
The disadvantages of the proposed arithmetics are that in most cases longer registers would be required since numbers in base $2^{16}$ are longer. Through the introduction of $2^{16}$ arithmetic the coarseness of weights can be significantly reduced in comparison to normal base 2 arithmetic in which multiplication by the power 2 is substituted by shift operations.
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Parallel processing which is natural for addition or subtraction operations also can be extended for an entire layer. The nature of a neural network is such that all signals in one neural layer can be processed at the same time, thus allowing for parallel computation of all neurons within a layer.

Conclusion

The proposed arithmetic has several advantages: (1) Multiple ALU units provide parallel processing, resulting in fast operation. (2) Since multiplication is done by data shifting, a serial communication technique may be used between neurons to further enhance multiplication speed and reduce number of required interconnections. (3) For most practical neuron applications, only four to six bits of memory are required to store each weight value.