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ABSTRACT OF THE THESIS

A Reduced Constraint Set Linear Program for Low-Power Design of Digital Circuits

by Tezaswi Raja

Thesis Director: Dr. Vishwani D. Agrawal and Prof. Michael L. Bushnell

A new linear programming formulation is derived for the minimum energy design of digital CMOS circuits. The variables of the linear program (LP) are the delays of gates and buffers assumed on fanouts. Using a constraint set, the LP determines the required gate and buffer delays, minimizing the number of non-zero delay buffers. It is known that the dynamic power consumption of the circuit is minimized when the delay of each gate equals or exceeds the differential path delay at its inputs. Under this condition all unnecessary power-consuming transitions are suppressed. In addition, the overall input to output circuit delay must stay within the specified performance limit. This method can also be used simultaneously to speed up the critical paths of the circuit. In the previously published work, these constraints have been expressed as path delays. Since the number of paths can be an exponential function of the number of gates in the circuit, such a formulation becomes impractical for large circuits.
The contribution of the present work is to derive an LP with a constraint set whose size is linear in the number of gates, without compromising the accuracy of the solution. We introduce two new delay variables at each gate or buffer. These are the earliest and the latest arrival times, respectively. Including its own delay, thus a gate or a buffer is characterized by three variables. The advantage of increasing the number of variables is that now the global path delay inequalities can be replaced by local inequalities. The constraints to be satisfied at a gate or buffer only involve its own variables and those of its neighbors. We show that the total number of such constraints for the entire circuit is a linear function of the number of gates. As a result, we find that the number of constraints for the benchmark circuit c880 is reduced to 3,611 from 6.96 million needed for the path constraints.

We analytically prove that the new reduced constraint-set LP produces the same exact solution as that of the path constraint LP. The constraint derivation for several benchmark circuits shows that the size of the constraint set indeed grows linearly with the circuit size. The LP is solved using the AMPL modeling language to obtain the minimum energy designs for example circuits of varying sizes.
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Chapter 1

Introduction

The contribution of this work is a new *linear programming* (LP) formulation for the gate-level optimization of digital circuits for low power with a given upper bound on the overall input to output delay of the circuit. The size of the constraint set of the new linear program remains linear in the size of the circuit and makes optimization of large circuits feasible. This is a significant improvement over the existing LP models whose constraint set grows exponentially with the size of the circuit.

1.1 Motivation

In this section, we address several basic issues that have motivated this work.

1.1.1 Why do we need to reduce power in CMOS circuits?

The continuing decrease in feature size and corresponding increase in chip density and operating frequency have made power consumption a major concern in VLSI design. Excessive power dissipation in integrated circuits discourages their use in a portable systems. It also causes overheating, which degrades the performance and reduces chip lifetime. To control their temperature levels the chips need specialized and costly packaging and cooling arrangements which would result in the further escalation of the system cost. The growing need for portable communication devices and computing systems has increased the need for optimization of power consumption in a chip. Overall, low power design is a critical technology
needed in the semiconductor industry today. Simultaneously, we also need to speed up the critical paths of the circuit, while reducing its power consumption.

1.1.2 Why do we need linear programming (LP) for optimization?

Power optimization techniques have been implemented in various levels of design. This work deals mainly with the logic level. The optimization of power is achieved by eliminating the spurious transitions known as glitches in the circuit. A total elimination of glitches requires differential path delays to satisfy certain conditions at every gate. This is done either by controlling the delays of gates or by inserting delay buffers [1, 2]. At the same time the overall delay of the circuit should remain within the specified limit. The system is modeled as a linear program with constraints set up to obtain the desired conditions at every gate in the circuit and to limit the overall delay. A solution finds the delays of all gates and buffers and at the same time minimizes the number of buffers. Linear programming is preferred as it guarantees a global optimum and hence the result would produce the maximum power savings.

1.1.3 Why are existing LP techniques not feasible?

The above-mentioned optimization techniques using LP are quite efficient for circuits of small size and complexity. The constraint set is derived for every gate by enumerating all paths from the inputs of the gate to the primary inputs (PIs) of the circuit. It is known that the number of paths in a circuit can increase exponentially with the size of the circuit and so can the number of constraints. This would make the constraint set size increase exponentially with the circuit size. The feasibility of solving an optimization problem is limited to the maximum number of constraints that can be handled by the optimizing algorithm. Since this maximum constraint limit is exceeded by circuits of large size, this technique could not become industrially useful. For example, the ISCAS’85 benchmark circuit c880 has 469 gates
and would require 6.95 million constraints for the path delay method. Thus a new LP model is needed that preserves all the relevant attributes of the original techniques but with a much reduced and linearly growing constraint set.

1.2 Problem statement

The problem solved in this thesis is: Find a new LP formulation for the elimination of all glitches in a combinational digital circuit, while holding the overall input to output delay within the specified bound, such that the constraint set size is linear in the size of the circuit.

1.3 Original contributions of the thesis

In this work we propose a new LP formulation for glitch elimination in a digital circuit. The earlier LP formulations have used a single variable for every gate and net in the circuit. The new constraint set is obtained by introducing two new arrival time variables at every gate. These constraints guarantee the same proven minimality of the dynamic power as the path delay constraints. The experimental results confirm the claims made here and we also have results for much larger circuits that could not be optimized by the existing LP techniques due to the size constraint. As an example, the circuit c880, which has 469 gates, required 3,611 constraints in comparison to the 6.95 million constraints needed for the path delay method.

1.4 Organization of the thesis

We survey the published literature on this subject in Chapter 2. Readers who are familiar with the prior work can skip Chapter 2. Chapter 2 also gives the power estimation techniques that have been used in this research for comparison and to test the effectiveness of the optimization. We give basic definitions and concepts related to two of the original LP
optimization techniques in Chapter 3. The new LP formulation is described in Chapter 4. We derive theorems on which the new formulation is based and also give examples to illustrate the constraint set formation. The validity of this model is proven in the latter sections of Chapter 4, showing it to be equivalent to the original models. In Chapter 5, we present the results of optimization on a simple one bit adder and a 4-bit ALU. We have also included data showing the drastic decrease in the number of constraints from the original model for all ISCAS’85 benchmark circuits. Finally in Chapter 6, we present the conclusion and propose future work.
Chapter 2
Prior Work

2.1 Introduction

We review the basic mechanisms of power dissipation in CMOS circuits. We have also chronicled several existing techniques of low power design with emphasis on the specific disadvantages of each method that inspired this work. Although all types of circuits, such as analog, digital logic, and memory, are important our discussion will focus on digital circuits.

2.2 Power dissipation in CMOS circuits

There are three main sources of power dissipation in digital CMOS circuits:

- dynamic power
- short circuit power
- leakage current power.

2.2.1 Dynamic power

The dynamic power dissipation in a CMOS gate is due to the charging and discharging of load capacitance driven by the gate. This capacitance consists of the internal capacitances of the gate, wire capacitances of the fanout net and the capacitances of the gate terminals of
the transistors being controlled by the fanout net. This power dissipation can be calculated by the following equation [21]:

\[ P_{\text{dyn}} = \frac{1}{2} C_{\text{load}} V_{dd}^2 f D \]  \hspace{1cm} (2.1)

where

- \( P_{\text{dyn}} \): dynamic power dissipation of gate
- \( C_{\text{load}} \): load capacitance of the gate
- \( f \): clock frequency
- \( V_{dd} \): supply voltage
- \( D \): transition density of the output of the gate

The \textit{transition density} is the average number of transitions during a clock cycle. The dynamic power dissipated is thus proportional to the number of transitions occurring at a gate. In prior technologies, dynamic power accounted for most of the power used by CMOS circuits [49]. But with the advent of deep sub-micron technology the other components of power consumption are also becoming significant. However, several low power techniques have concentrated on minimizing dynamic power, as will be explained later. Dynamic power can be classified into necessary switching activity for the correct functioning of the circuit and unnecessary transitions due to unbalanced paths in the circuit. The latter component of dynamic power dissipation is the \textit{glitching power} and is elaborated in the next section.

2.2.2 Hazards and glitch power

Before signals of a digital circuit reach steady state, gates can have multiple transitions. Since the power consumed is directly proportional to the number of transitions, these unnecessary transitions increase power consumption. These transitions are called \textit{glitches} or \textit{hazards}. 
Glitches are produced in a circuit due to the difference in signal arrival times at the inputs of a gate. Power consumed by glitches is called *glitch power* and it typically amounts to about 20% of the overall power consumption of the chip and even 70% in some typical cases as the combinational adder [52]. In this section we familiarize the reader with the terminology of hazards and also the issues involved before we discuss the techniques for glitch suppression in the next section.

Consider the example of Figure 2.1 with each gate having one unit of delay. Due to the difference in arrival times of signals at the inputs of the AND gate the logic value glitches or emits a pulse of 1 unit width, which equals the inverter delay. This is known as a *static hazard*. In Figure 2.2 the OR gate produces a static hazard of 1 unit. The transient consists of three edges, two rising and 1 falling. This is a *dynamic hazard* with a combined width of 2 units.

The number of edges in transients at the output of a gate may equal the number of arriving signals at the gate. The maximum difference in arrival time of signals at the inputs
of a gate is called differential path delay and is also the maximum width of the possible glitch at the circuit output. A hazard producing gate has more than one input and has a non-zero differential path delay. Every gate has an inertial delay due to the finite switching speed of the transistors. It is the time a device takes to switch the output after the cause for the change has occurred at the input [1]. Inertial delay plays a major role in distorting the glitches produced at the gates and in the next section we present ways of eliminating glitches by either making the differential path delay zero or by increasing the inertial gate delay.

### 2.2.3 Short circuit power dissipation

Short-circuit power dissipation occurs when a gate switches. During the transition there is a short time when both the nMOS and pMOS transistors conduct. This is equivalent to shorting the supply and ground rails for a brief amount of time. The current flowing through these transistors dissipates power.

The value of the short circuit current greatly depends on the capacitive load on the output of the gate. Consider the example in Figure 2.3. For high capacitive load, the output fall time is significantly larger than the input rise time. It follows that the short circuit current is very close to zero in this case. Conversely, for a low capacitive load, the output fall time is substantially smaller than the input rise time. It follows that the short circuit current is at its maximum. Thus, the short circuit power optimization techniques are aimed at making the output rise/fall times larger than the input rise/fall times. Thus, the amount of short-circuit power depends on switching speed of the gate. The amount of short-circuit power dissipated by an inverter can be calculated by the formula:

$$P_{\text{short-circuit}} = \frac{\beta}{12}(V_{dd} - 2V_T)^3 \frac{\tau}{T}$$  \hspace{1cm} (2.2)

where
Figure 2.3: Effect of load capacitance on short circuit power dissipation.

- $P_{short-circuit}$: short circuit dissipation
- $\beta$: gain factor of the gate
- $V_{dd}$: supply voltage
- $\tau$: rise or fall time of a signal
- $T$: period of the signal.

Figure 2.4 is a plot of energy dissipation versus the ratio of input rise/fall times to output rise/fall times [58]. As can be seen, the longer the input rise/fall time, the longer the short circuit current will flow, and the average short circuit power increases. For most ICs, the short circuit dissipation is approximately 5 – 10% of the total power dissipated.

### 2.2.4 Leakage power dissipation

There are two types of leakage currents: reverse biased leakage on the transistor drains, and sub-threshold leakage through the channel of a device [11]. The magnitude of those currents
Figure 2.4: Short circuit energy dissipation versus input rise/fall time.

is set predominantly by the processing technology. However, there are some things that a designer can do to minimize their contribution.

Diode leakage current occurs when the transistor is turned off and, another active device charges up/down the drain with respect to the former’s bulk potential. Consider the inverter in Figure 2.5 when it is given a low voltage as input. The pMOS transistor will be turned off but the nMOS will charge through the junction, making its drain-to-bulk voltage \(-V_{dd}\). This diode current thus flows from a junction to the substrate and is given by the expression:

\[
I = A_d \ J_s
\]  

(2.3)

where

- \(A_d\): area of diffusion at the periphery of the transistor
Large Capacitive Load

Figure 2.5: Leakage current in an inverter.

- $J_s$: leakage current density, set by the technology.

For a sub-micron process $A_d$ is of the order of $10 \mu m^2$ per transistor and $J_s$ is of the order of $1-2 pA/\mu m^2$ [64]. It is proportional to the diffusion area and perimeter, hence it is desired to minimize these two quantities. The leakage current density $J_s$ is temperature sensitive, hence it can increase leakage power dissipation dramatically at high temperatures.

The other component of leakage current is the sub-threshold leakage. In the inverter shown in the Figure 2.5, even when the transistor is turned there is a current flowing through its channel due to the drain-to-source voltage $V_{ds}$ and this is known as sub-threshold current $I_d$. The plot of $I_d$ vs $V_{ds}$ as shown in Figure 2.6 has an exponential relation in the sub-threshold region. The negative slope of the curve as seen in the figure in the sub-threshold region is known as the drain induced barrier lowering (DIBL).

The magnitude of the sub-threshold current is both a function of the process, device sizing and supply voltage. The process parameter that affects the current value is the threshold voltage $V_t$. Reducing $V_t$ exponentially increases the sub-threshold current. For supply voltages of 1V, the $V_t$ can be reduced upto 0.4V in deep-submicron enhancement-mode MOS devices [35]. The sub-threshold current is also proportional to the device size
Figure 2.6: Leakage current vs. drain to source voltage characteristic of MOSFET.

(width/length). Thus the current can be minimized by reducing the transistor sizes, and by reducing the supply voltage. Voltage scaling is one of the techniques that reduces leakage power drastically and is described in the next section.

2.3 Techniques for low power design

There are several low-power techniques in vogue. We have listed a few of the major ones in this section. While we focus on digital circuits, a reader interested in the low-power analog circuits may refer to the books by Serdijn [51], and Sinencio and Andreou [54].
2.3.1 Voltage scaling

Dynamic power depends quadratically on the supply voltage of the circuit. Hence it is obvious that there is a quadratic reduction in power by reducing the supply voltage. The voltage scaling also increases the device reliability as it effectively reduces the ambient temperature of the chip and prevents devices from crossing their upper threshold temperatures [35]. But the price paid is the increase in the circuit delay. Since the decrease in supply voltage decreases the driving capacity of the gate, switching time is increased. This also increases the short-circuit and leakage power dissipation of the circuit [35, 51, 54].

Chandrakasan et al. [13, 14, 15, 16] propose a first order theory to estimate the dependencies of circuit styles and architectures on voltage scaling. They propose architecture driven voltage scaling, which decreases the power consumption but essentially keeps the overall delay of the system constant. They achieve this by introducing parallelism into the architecture. Consider the example of a datapath with a tolerable worst case frequency of $f$ Hz and a supply voltage of $V$ Volts. The dynamic power consumed would amount to:

$$P_{\text{dynamic}} = CV^2 f$$ (2.4)

Now if we duplicate the datapath into two separate datapaths with the same combined throughput, each of them could perform at frequency $f/2$. By their first order theory we can reduce the supply voltage to $V/2$ and since the capacitance $C$ is doubled by duplication, we have the new expression for power as:

$$P_{\text{dynamic}} = 2C \frac{V^2 f}{4}$$ (2.5)
$$P_{\text{dynamic}} = 0.25CV^2 f$$ (2.6)

Thus effectively the power has been reduced to 25% of its original value using architecture driven technique. Increase in chip area is the price of this technique.

The architecture level techniques have been taken to a new level by the new Crusoe chip of Transmeta Corporation [25]. The idea behind the chip was to design architecture with the
compiler’s specification in mind. They offload most of the functioning of the microprocessor to the software, which allowed them to design streamlined hardware with about half the number of transistors as that of an X86 microprocessor chip. Fewer transistors meant lower power. Another technique used to reduce hardware by Transmeta was the use of virtual devices. They work by using code morphing software to monitor the input and output instructions sent to the device, then to send those instructions to the virtual device instead. Detailed description of both code morphing and virtual devices is beyond the scope of this document.

Gonzalez et al. [26] suggest that for sub-micron technologies, lowering of supply and threshold voltages is advantageous when the transistors are velocity saturated and the nodes have a high activity factor. They suggest optimal power performance of chips at even 0.5V supply operation. But if there is any uncertainty in maintenance of the supply voltage at its prescribed levels the advantage of the low voltage operation vanishes. Hence, they showed examples of active feedback being used to eliminate uncertainty and greatly decrease power consumption.

Kawaguchi et al. [31] describe a super cut-off CMOS (SCCMOS) scheme to achieve high speed and low stand-by current in sub 1V supply CMOS technology. The main problem with reducing the supply voltage to such low levels is that the leakage power would increase in proportion to the dynamic power and would be comparable to it. But they propose to reduce this by decreasing the threshold voltage which would limit the leakage current to 1 pico-Ampere. Published results have shown operating chips at even 0.2V supply.

Gabara [24] described pulsed power supply CMOS (PPSCMOS) where supply voltages $V_{dd}$ and $V_{ss}$ are replaced by pulsed supply waveforms with same pulse width but a phase difference of $\phi$. By making the period of the pulses equal to the largest gate delay in the circuit we ensure propagation of signals through the circuits. The advantage of this technique is that the existing CMOS circuits can be used in this mode by just a changing the power
Figure 2.7: Glitching behavior of an ill-structured circuit.

supply.

Algorithms have been proposed for optimizing power at the register-transfer level through efficient scheduling of transformation selection [36] and power management during synthesis [37, 38].

2.3.2 Path balancing

As stated earlier glitch power is a major component of overall power consumption and there are many techniques to reduce it. One of the earliest is the path balancing. The glitches are produced due to difference in arrival times of signals at gate inputs. The idea behind this technique is to prevent glitches from occurring by balancing the delays of the gates such that at any given gate the signals arrive at the input terminal at the same time. Consider the example circuit shown in Figure 2.7. The signals at the inputs of gate arrive at different times which would probably result in glitches. This behavior can be suppressed by restructuring the circuit as shown in Figure 2.8 [40]. However, as the next example illustrates, a simple restructuring of gates may not be sufficient for some circuits.

Wong et al. in their papers [60, 61] on wave pipelining have described a method of balancing delays for circuits by the inserting buffers at selected inputs of the gates. The addition of buffers is done such that it will not increase the critical delay of the circuit, but will effectively eliminate spurious transitions. The buffers are inserted only in the fast paths
Figure 2.8: Removal of glitches after restructuring of the circuit in Figure 2.7.

Figure 2.9: Glitch behavior of a circuit where simple restructuring will not balance paths.

of the circuit and since the slowest paths determine the speed of the chip they are untouched. For example the circuit in Figure 2.9 cannot be path balanced without the introduction of buffers as shown in Figure 2.10. However the addition of buffers increases the switching activity of the circuit which may offset the reduction in switching activity due to elimination of glitches.

In CMOS circuits the fanout load significantly affects the gate delay. To account for this Kim et al. [32, 33] developed a delay buffer insertion using a chain of buffers, thus eliminating the need for merging common buffers. The problem of delay buffer insertion on a multiple fanout net is simplified by assuming that only one size of delay buffer is used. This method permits a quick estimation of the number of buffers needed to balance the circuit and can therefore be used in heuristics for logic restructuring [12].

Path balancing has been used for some earlier multiplier architectures which increase
computational speed by reducing functional activity and also eliminate hazards [47]. Another method is to use self-timed design in which a combinational element would not compute until all signals have stabilized. This requires aditional circuitry to generate the timing or enable signals for various stages of logic [39, 48, 56]. The added circuitry reduces the power saving.

### 2.3.3 Hazard filtering

This method eliminates glitches in the circuit using inertial gate delays. Inertial delay is the interval that elapses after an input change before a gate can produce an output change. When the time between successive edges in the input signal is less than the inertial delay of the gate, the effects of these edges are suppressed. This is known as the filtering effect of the gates [1]. CMOS gates have a built-in delay called the inertial delay of the gate and they suppress signals that are of smaller width than the inertial delay from passing through the gate. This is known as the filtering effect of the gate. Instead of balancing the delays of the gate inputs to be exactly equal (as in delay balancing), this method evaluates the differential delay of inputs and increases the inertial delay of the gate to exceed the differential delay such that the glitch will be suppressed within the gate.

Consider the example inverter shown in Figure 2.11 with the total capacitance at the output node as C and the short circuit impedance R. When an input pulse as shown is incident at the input, a charging current $i(t)$ flows through the upper transistor charging the capacitor C. This charging raises the output voltage until time $t = \tau$ when the rising edge
occurs at the input. The energy consumed by the gate is [59]:

$$E(\tau) = CV_{dd}^2\left(1 - e^{-\frac{\tau}{RC}}\right)$$  \hspace{1cm} (2.7)

For hazard filtering, we increase the time constant $RC$ of the gate and thus increase the charging time needed for the capacitor reach $V_{dd}$. When the time constant is large, there is practically no energy dissipation in the gate due to this short glitch of length $\tau$. Energy dissipation for various values of the time constant with respect to the width of the pulse $\tau$ is shown in Figure 2.12 [1].

A simulated example of a full adder circuit showed that the method reduced power by 42% [1]. The glitch-free circuit had gates that have been slowed down to 20% of their original speed but with very little reduction in overall speed of the circuit.
Figure 2.12: Effect of gate delay on energy dissipation.

2.3.4 Gate sizing

Gate sizing is defined as assigning load drive capabilities to the gates of a Boolean network, such that a given delay limit is obeyed, and the total cost in terms of power consumption is minimal [6]. Similar to the hazard filtering technique, this method also uses the filtering effect of the gates but achieves the increase in inertial delay by resizing the gates in the circuit. The delay model frequently used for solving this problem as given in [6]:

\[ \tau_{gate} = \tau_{int} + c C_{load} \]  \hspace{1cm} (2.8)

\[ C_{load} = C_{wire} + C_{in} \]  \hspace{1cm} (2.9)

where

- \( \tau_{gate} \): delay of the gate
- \( \tau_{int} \): internal delay of the gate
\textbullet \quad C_{\text{load}}$: capacitive loading experienced by the gate
\textbullet \quad c$: a constant
\textbullet \quad C_{\text{wire}}$: routing capacitance of the output net of the gate
\textbullet \quad C_{\text{in}}$: capacitive loading due to gates in the fanout cone

Berkelaar and Jacobs [7] use a parameter called the \textit{speed constant} to reformulate the delay model but this converted the problem into the non-linear domain. Berkelaar \textit{et al.} [6] have tried to solve the near-LP problem with the use of a piecewise linear simulator and have published results for all ISCAS benchmark circuits. This method was found to be faster than the LP method for circuits with less than 1000 gates but was not very useful for larger circuits. Berkelaar and Jacobs [7] have tried to formulate the gate sizing problem as an LP problem but the non-linear structure of their delay model posed problems in finding the global optimum solution. The details of this are dealt with in the next chapter.

Berkelaar and Jacobs [8] have tried gate sizing under a statistical delay model [4, 5] but the resulting problem was a non-linear problem that took the solver considerable time and resources to solve. This method too could not be used for circuits with more than 1000 gates.

2.3.5 Transistor sizing

Transistor sizing [9, 22] is similar to gate sizing but the essential difference is that in gate sizing all the transistors of a gate are sized equally but in transistor sizing particular transistors can be targeted and made to have different sizes. Traditionally, transistor sizing is done to reduce the area and delay of a VLSI chip [55].

Datta \textit{et al.} [19] have considered transistor sizing for low-power and high-performance static CMOS circuits. The transistors on the critical paths of the circuit are sized to obtain
a better power and delay performance. To improve the switching speed and the output transition characteristics of a particular circuit block on the critical path, one may seek to increase the widths of the transistors in the block. This results in an increased current drive and better output transition time. Faster input/output transition times implies lower rush-through current, hence smaller short-circuit power dissipation. It is to be noted, however, that even though the delay of a particular block and its succeeding block are reduced, an increase in transistor widths increases the capacitive loading of the preceding block and may severely affect its power and delay. Thus, the issues regarding delay and power dissipation are fairly interlinked [50]. The algorithm described [19] minimizes the delay, the area and the power dissipation of a circuit by optimizing the sizes of the gates on the critical paths of the circuit. However, the constraint set for this model becomes non-linear and hence the solution of large circuits becomes tedious and complex.

2.3.6 Linear programming (LP) approach

A linear program determines a set of variables such that an objective is minimized under given constraints [23]. To eliminate the glitching power from a circuit the inertial delay of the gate has to be altered as dictated by a hazard filtering technique. But the altering has to be done without affecting the critical path of the circuit and also taking into account the change in delay of the gates in the fanout cone whose delay will effect the delay of the gate in question. There can be infinite number of solutions but the we are only interested in the global optimum for obvious reasons. Hence, the problem now becomes an optimization problem. The linear programming model guarantees the global optimum for every feasible solution of the problem.

A variety of LP models have been investigated to express the glitch removal problem (see chapter 3). Agrawal et al. [2] have described a gate level model to express the problem. The variables consist of inertial delays of gates in the circuit and also delays of buffers that may
need to be inserted in the circuit for complete glitch removal. The constraints are written by path enumeration from the gate inputs to the primary inputs (PIs). The details of this model are dealt with, in the next chapter.

### 2.4 Techniques for power estimation

Power estimation is the problem of estimating the average and peak power dissipation in a digital circuit [43, 47]. Accurate and efficient power estimation during the design phase is required in order to meet the power specifications of the chip. Hence the power estimation is done at various levels of design to satisfy this constraint.

We focus first on the calculation of dynamic power as the other two components depend on technology styles and are also of lesser orders of magnitude compared to the dynamic power dissipation. As seen earlier the dynamic power dissipation can be calculated from [59]:

\[
P_{\text{dyn}} = \frac{1}{2} C_{\text{load}} V_{dd}^2 f D
\]

(2.10)

where

- \( P_{\text{dyn}} \): dynamic power dissipation in gate
- \( C_{\text{load}} \): load capacity of the gate
- \( f \): clock frequency
- \( V_{dd} \): supply voltage
- \( D \): transition density or activity of the output of the gate

Transition density of a gate \( x \) is the average number of transitions per second at gate \( x \) and is denoted by \( D(x) \). For a given chip all the other quantities except the transition density are fixed. It is the estimation of transition density that has resulted in various techniques
of power estimation. This section tries to familiarize the reader with a few of these major techniques.

A lot of work has been done recently on the estimation and reduction of leakage power in a circuit and the inquisitive reader is directed to the literature [18, 29, 34].

### 2.4.1 Simulation-based techniques

The simplest and most direct power estimation can be done by circuit simulation and monitoring the power supply current waveform as shown in Figure 2.13. The transition density can be directly gotten by keeping track of the overall transitions of each gate during simulation and can easily be averaged out over the set of input patterns. The advantages of this technique lie in its accuracy and generality. It can be used to estimate the power of any circuit, technology or design style. But the simulation results are directly related to the
input patterns given to the PIs of the chip. Thus, this method is known as strongly pattern dependent [30, 63]. This disadvantage is very serious as most of the estimation is done in early design stages when the input patterns cannot be determined as yet. Hence, the power estimate would be erroneous as some of the patterns for which the estimate has been done may never occur in the circuit. Hence, the problem is finding a set of input patterns that are typical of the circuit during its normal mode of operation. If these typical patterns cannot be assessed in a circuit the designer would have to turn to more complex techniques of estimation which follow.

There are circuit-level simulator power estimators available in the market. The most important ones are SPICE and PowerMill. SPICE [41] operates by solving a large matrix of nodal currents using Kirchhoff’s current law (KCL). It accurately takes into account non-linear capacitances, which cannot be captured by high-level tools [3, 21, 64]. Also, it can accurately measure short-circuit and leakage currents. Power measurement in SPICE is not direct. However, accurate methods for power measurement using SPICE have been reported [53]. It is a pattern dependent power analysis tool.

The main drawback of SPICE is that it cannot be used for large circuits or chips due to the time-consuming nature of the simulator. PowerMill [20] applies an event-driven simulation algorithm to increase computational speed by two or three orders of magnitude over SPICE. Also, it uses a table lookup to determine the terminal current of the device [3]. PowerMill can also identify the hot spots (areas that consume more dynamic power) and trouble spots (which consume unexpectedly large amounts of leakage power). This allows the designer to resize the circuit to reduce the rise/fall time.

2.4.2 Probabilistic techniques

These techniques focus on modeling the transitions occurring at a gate as a probability function. It is possible practically to predict the probability of the transitions occurring at
the inputs of the circuit. Given these, the transition density for each gate can be calculated by analyzing the topology of the circuit. The final power estimate can be got from summing up the individual power estimates of each gate with their transition probability used as the transition density. The main issues for probabilistic techniques are determining to what extent these signals are independent and also the spatial and temporal correlation of signals. For a very detailed analysis of the issues the reader is referred to the literature [40, 50].

In one of the earliest attempts at probabilistic estimation of power, Cirr [17] modeled the gate as a combination of a resistor and a capacitor and estimated the probability of a current flowing to charge or discharge the capacitor, i.e., of a transition occurring at the gate. A zero delay model assumes that all the gates in the circuit contain zero delay. This model has been used [17] to estimate the transition probability of the gates by a single run through the circuit. The simplest way to propagate transition probabilities is to work with the gate-level description of the circuit. If

$$y = AND(x_1, x_2)$$

then

$$P_s(y) = P_s(x_1)P_s(x_2)$$

provided that $x_1$ and $x_2$ are independent. Similar expressions can be derived for other types of gates. The disadvantage of this method is that temporal as well as spatial independence was assumed.

Najm et al. [44] describe a technique called CREST whose input is in the form of a probability waveform at the PIs, which is a timing wave representing the estimated rise and fall times of signals at a gate. This probability waveform is then propagated through the circuit with the signals added at required gates. This method is more accurate than the previous one as the probabilities at the PIs are not lumped into a single variable but are allowed to vary and the actual averaging is done at the gates. The disadvantage, however, is it cannot predict the waveforms accurately.
Najm described another program DENSIM [42] that propagates the transition density values from the PIs to the circuit. He used the concept of Boolean difference to propagate the transition from level to level. As an example, consider \( y = \text{AND}(x_1, x_2) \). In this case:

\[
\frac{\partial y}{\partial x_1} = x_2 \tag{2.13}
\]

\[
\frac{\partial y}{\partial x_2} = x_1 \tag{2.14}
\]

Hence, the transition density of output \( y \) can be given by:

\[
D(y) = P(x_2)D(x_1) + P(x_1)D(x_2) \tag{2.15}
\]

where

- \( D(x) \): transition density of signal \( x \)
- \( P(x) \): transition probability of signal \( x \).

The calculation of Boolean differences gets complicated as we advance toward the primary outputs (POs) of the circuit but the primary advantage is that the transition densities can be computed more accurately by a single traversal of the circuit.

### 2.4.3 Statistical techniques

The main disadvantage of the probabilistic techniques is that we need to know the transition probability (or density as in DENSIM) of the PIs with reasonable accuracy. Since this is not very easy to predict quite often we revert to statistical techniques for the power estimation. The idea behind this technique is very simple and appealing: simulate the circuit repeatedly, using some logic simulator while monitoring the power. Eventually the power will converge to the average power. The issues are how to select the input patterns and when can we be assured that the power has converged. For this various statistical mean estimation techniques are employed, thus making this a Monte Carlo method.
Burch et al. [10] describe a program called McPOWER, which does the first known Monte Carlo approach for power estimation. McPOWER is a variable delay simulator which measures the power for various random sets of input patterns to the circuit and from that data estimates the average. The stopping criterion is when the mean is stable for a very large set of input patterns. This assumption is valid as the independence of the inputs is assured as they are selected randomly. McPOWER is slower than DENSIM by about 50% but is 500% more accurate than it. The major advantage of this approach was its ease of handling feedback circuits which could turn out to be a nightmare for probabilistic techniques.

Xakellis and Najm [62] have improved upon the McPOWER to come up with a mean estimator of density (MED), which estimates the transition densities of individual nodes statistically. The error tolerance levels can be specified by the user up-front and the nodes with least tolerance can also be identified. This speeds up convergence and estimates of power are done with desired confidence levels. The reason why one might want individual transition densities is to diagnose a high-power problem and, if possible, find a solution for it. The results show 99% accurate estimates for all benchmark circuits but the time taken is in hours. The accuracy can be traded off for simulation time in this method.

However, the major disadvantage of the statistical simulation technique is the neglect of the sequential and the higher order temporal correlations. Several suggestions have been made to improve their consideration by mixing application pattern simulation with statistical stopping criteria [45]. In addition they provide features which speed up simulation by separating the problem of current analysis from the problem of activity analysis. A detailed description of these is beyond the scope of this report.

2.5 Summary

This chapter has dealt with the various advances in low power design. First we looked at the various types of power dissipation in CMOS circuits and then gave an introduction
to the main problem of hazard or glitch power. Techniques have been described to lower the power consumption of a circuit by scaling the supply voltage, introducing buffers in the circuits to prevent glitching, increasing the inertial delay of a gate or by sizing the transistors accordingly and also have introduced programs to solve the models (LP). Then we surveyed various power estimation techniques.

When VLSI circuits are tested by non-functional vectors, generated either randomly or to cover specific target faults, the circuit activity and power dissipation can become so high that it can damage the device. Technique to control power dissipation during test, not discussed in this chapter, may be found in a recent book [46].
Chapter 3

Background on Linear Programming Techniques

In this chapter we present a detailed overview of two prior techniques that are similar to our approach. Both techniques, as well as that presented in the present work, seek an exact solution of the problem. We have included the previous techniques to highlight their disadvantages in designing circuits of large size and to further emphasize the superiority of the new method, which will be described in the next chapter.

3.1 Definitions

Since the concepts of delay and hazard have been explained in previous chapter we refresh only some of the major definitions for the benefit of the reader. The following definitions are helpful for understanding what follows:

- *Inertial delay* is the time taken by the gate output signal transition to occur after the input change causing the transition has occurred.

- *Differential delay* is the difference in signal arrival times at the inputs of a gate with more than one fanin.

- *Path balancing* is the technique of equalizing the delays of paths so that the differential delay at gate inputs is 0. This prevents the hazard transitions from being generated at the gate outputs.
• **Hazard filtering** [1] is the technique of increasing the inertial delay to be greater than the maximum differential delay at the gate inputs. This suppresses the generation of hazards at the gate outputs.

• **Gate sizing** is defined as assigning load drive capabilities to the gates of a Boolean network, such that a given delay limit is obeyed, and the total power consumption is minimal [6]. Similar to the hazard filtering technique, this method also uses the filtering effect of the gates but achieves the increase in inertial delay by resizing the gates in the circuit.

### 3.2 Overview of linear programming (LP) approaches

In this section we present two LP approaches for power optimization, which inspired this work. Both techniques are essentially the same, even though they are both applied at different levels of design. The method of Agrawal et al. is applied at the gate level whereas that of Berkelaar et al. is applied at the transistor level.

#### 3.2.1 Berkelaar et al.’s method

To understand the LP in detail we need to look at the mathematical model of the delay of a gate expressed as [7]:

\[
    t_p = t_{int} + c \frac{C_{wire} + \sum S_i C_{in,i}}{S_{cell}}
\]  

(3.1)

where

• \( t_p \): gate propagation delay

• \( t_{int} \): gate internal delay

• \( C_{wire} \): wire capacitance driven by the cell
- $C_{in,i}$: input capacitance of the gates in the fanout cone
- $S_i$: speed constant of cell $i$ in the fanout cone
- $S_{cell}$: speed constant of the cell
- $c$: a constant

When a gate is sized, both the internal capacitance and the resistance of the cell increase. The gate delay due to internal capacitances remains constant during sizing. The input capacitance of the gate is affected by the resizing and hence sizing of a gate in fanout cone of some gate $i$ affects the delay of gate $i$. This is modeled by including the speed factors of all the gates in the fanout in the delay equation. The wiring capacitance, however, is unaffected during sizing. The total load capacitance, consisting of wiring and fanout, is divided by the cell speed factor. This speed factor is the factor by which the drive capability of the gate is scaled.

A glitch (also called a hazard pulse) occurs when the differential delay at the PIs is greater than the propagation delay $t_p$ of the gate. A linear program has been formulated as follows.

### 3.2.1.1 Objective function

We minimize the overall power but power is directly proportional to the gate load capacitance. Hence, we minimize the overall load capacitance from the expression:

$$\min : \sum_{i \in \text{all gates}} C_i S_i$$  \hspace{1cm} (3.2)

### 3.2.1.2 Constraints

The constraints for solving the LP are:
\[ T_i - T_o \leq t_p \]  \hspace{1cm} (3.3)

\[ t_p = t_{int} + c \frac{C_{wire} + \sum S_i C_{in,i}}{S_{cel}} \]  \hspace{1cm} (3.4)

\[ 1 \leq S_i \leq limit \]  \hspace{1cm} (3.5)

where

- \( T_i \): total delay at the input \( i \) of gate from PIs
- \( T_o \): total delay at the output \( i \) of gate from PIs
- \( t_p \): gate propagation delay
- \( t_{int} \): gate internal delay
- \( limit \): maximum speed constant allowed for a gate

We see that the constraints for the formulation are almost linear except the expression for \( t_p \). The non-linearity of this constraint poses problems for solving the model. For specific instances the formulation could be infeasible when the differential delays are too large. The number of constraints also increases exponentially with the number of gates in the input circuit as \( T_i \) has as many values as the paths in the circuit. Hence, this model is impractical for the optimization of larger circuits and also since it demands more complex non-linear solvers, it increases the optimization time, too.
3.2.2 Agrawal et al.’s method

Agrawal et al. [1, 2] described a minimum transient energy (MTE) design of digital circuits. A circuit is said to have MTE design if for any set of arbitrary simultaneous changes at PIs, steady state is reached with no more than one signal transition at each gate output. Consider the gate in Figure 3.1. Let $P_1$ be the set of different paths leading from input 1 of the gate to the PIs and let $P_2$ be the set of paths from input 2 to the PIs. Now the MTE condition can be ensured only if the delay difference in any pair of $P_1$-$P_2$ paths is not greater than the inertial delay ($d$) of the gate. Since the LP constraints have gate delays as the parameters, we need to write a constraint for every pair of paths from sets $P_1$ and $P_2$ for every gate as:

$$|\sum \text{delay of gates on a path in } P_1 - \sum \text{delay of gates on a path in } P_2| \leq d$$

The paper [2] describes a combination of delay balancing and hazard filtering for ensuring the circuit to be a MTE design. MTE design can always be guaranteed, even when the circuit is constrained with a maximum overall delay, provided that delay buffers are inserted. We will illustrate the LP formulation with a 1-bit adder shown in Figure 3.2. The circuit has 9 gates, which potentially consume energy.

3.2.2.1 Variables

Every gate $i$ has a delay variable $x_i$. In addition, delay buffers with delays $x_j$ are assumed at all PIs and fanouts. Hence, for the adder shown in Figure 3.2 we have:
Figure 3.2: A 1-bit adder.

- Gate delays: $x_i$ for $4 \leq i \leq 12$

- Buffer and PI delays: $x_j$ for $15 \leq j \leq 29$

Buffers are shown as black triangular elements in Figure 3.2. PI delays are represented by buffers 15, 16 and 17. The PO signals 13 and 14 do not require any buffers since they do not fan out. Their delays are represented by the gates producing them, namely, gates 11 and 12.

3.2.2.2 Objective function

The main idea is to minimize the power dissipation of the circuit but this can be ensured by the conditions that follow. The insertion of buffers does ensure the elimination of glitches in the circuit but will increase the power consumption a bit, due to the extra gate in the circuit. Hence, it is our aim to eliminate glitches with the introduction of least number of buffers.

$$Objective : \min \sum_{15 \leq j \leq 29} x_j$$ (3.6)
3.2.2.3 Constraints

There are three types of constraints described.

- Initial constraints

  The lower bound is set for every parameter of the gate using this set of constraints. We write constraints for every gate as $x_i \geq 1$ and for every buffer as $x_j \geq 0$.

- Path constraints

  For every path leading to a gate we write constraints for the differential delay at the inputs and make sure that it is no greater than the inertial delay of the gate. For example for gate 5:

  $$x_{15} + x_{20} - (x_{16} + x_{21}) \leq x_5$$

  $$x_{16} + x_{21} - (x_{15} + x_{20}) \leq x_5$$

  The difference in the sum of delays along the path from gate 5 to the PI 1 and the sum of delays in the path from gate 5 to PI 2 must be less than the inertial delay of gate 5. Each pair of paths provides two constraints and thus every gate has as many constraints as there are path pairs leading from its inputs to the PIs.

- Maximum delay constraints

  This is to ensure that the solver does not insert buffers in the critical path of the circuit. The speed of a circuit is determined by the delay along the critical path and increasing it would increase the overall delay of the circuit. We set the maximum delay ($maxdelay$) of a path as a constraint:

  $$x_{15} + x_{18} + x_4 + x_{22} + x_6 + x_7 + x_{23} + x_8 + x_{29} + x_{11} \leq maxdelay \quad (3.7)$$

  Similarly, every path between PIs and POs provides an inequality of the above type to the constraint set.
The LP model is then solved using AMPL [23] and the results have also been presented by the authors for small circuits. But we see that the constraints for every gate are proportional to the number of paths that traverse it and, hence, are exponential with respect to the size of the circuit. The number of constraints solvable by the solver is limited and hence large circuits cannot be solved using this model. This inspired us to build a model that makes solving large circuits feasible but still has the same efficiency and accuracy of this model.

3.3 Summary

In this chapter we have described the two LP optimizing approaches for MTE design, viz., gate sizing and hazard filtering. In gate sizing [7] we discussed the mathematical modeling of the delay and the condition for elimination of glitches in the circuit. The shortcoming of the model was the non-linearity of a few constraints which increased the complexity and decreased the accuracy of the solution. In the method of Agrawal et al. [1, 2] we vividly described the set of variables and the generation of constraints. This method, too, was shown to be effective only for small circuits since it involves path enumeration, and it becomes infeasible for larger circuits. These have been the inspiration for us to build a new LP model that would not need path enumeration but would be of linear complexity and yet preserve the efficiency and accuracy of these two models.
Chapter 4
New Linear Programming Model

This chapter deals with the essence of the contribution of this work. We describe the problem we have tackled and also the new model that we propose for applying this method to larger circuits. A few examples are used to vividly illustrate the new technique.

4.1 Problem statement

The unwanted transitions in a digital circuit are called hazards, which result in wasted power. These hazards are a result of the unbalanced arrivals at the inputs of a digital gate. The hazards can be eliminated through the hazard filtering technique [1], which adjusts the inertial delays of all gates in the circuit to ensure that the arriving signals differ in time from each other, by no more than the inertial delay of that gate. A linear programming (LP) model has been used to find the optimal solution [2]. The models described in the prior papers generate constraints of the LP model through path enumeration. Since the number of paths in a circuit grows exponentially with the size of the circuit, so does the number of constraints. This limits the use of the technique to small circuits. In this paper we propose a new LP model with the number of constraints that grow linearly with the size of the circuit and hence the technique can be applied to larger circuits.
4.2 The concept of a timing window per gate

Instead of having a single parameter for a gate as was done earlier [1, 2], we introduce new variables for every gate, one for earliest time and the other for the most delayed time of arrival of signal at the output of a gate. The difference of these variables is a timing window within which the various signals arrive at the gate. Consider a gate $i$ with $n$ inputs. We define a variable $T_i$ as the maximum time instant at which an event can occur at the output of the gate after the occurrence of an event at the PIs of the circuit. Similarly, $t_i$ is the minimum time instant at which an event can occur at the output of the gate. This means that events always occur in the interval $[t_i, T_i]$ at the output of the gate $i$.

**Theorem 1:** Consider a gate $i$ with $n$ inputs, receiving events arriving from fanin gates $1, 2, \ldots n$ at times $m_1, m_2, \ldots m_n$. Assuming $T_1 \leq T_2 \leq \ldots \leq T_n$ and $t_1 \leq t_2 \leq \ldots \leq t_n$ are the arrival time parameters for the fanin gates, the number of events at the output of gate $i$ cannot exceed

$$\min\{n, 1 + \left\lfloor \frac{T_n - t_1}{d_i} \right\rfloor\}$$  \hspace{1cm} (4.1)$$

where $d_i$ is the inertial delay of gate $i$. 
Proof: We consider two cases for the gate $i$ with $n$ inputs.

- **First upper bound.** The maximum number of events cannot be greater than the maximum number of possible events at the input, which is $n$ in this case (the number of fanins).

- **Second upper bound.** At the inputs of gate $i$, $n$ events can be arbitrarily placed in time. Without loss of generality, we order them as $1$, $2$, $\ldots n$ in Figure 4.1. From the definition of ideal delay [2] an output event can occur only if the separation between successive events is greater than $d_i$. The largest window in which the events can occur is $[t_1, T_n + d_i]$, and the number of events is given by

$$\left\lfloor \frac{T_n - t_1 + d_i}{d_i} \right\rfloor = 1 + \left\lfloor \frac{T_n - t_1}{d_i} \right\rfloor \quad (4.2)$$

Combining both upper bounds we get Equation 4.1.

From Theorem 1, the number of events takes the least possible value (the condition for minimum dynamic power) when

$$T_n - t_1 \leq d_i$$

According to Equation 4.1, the number of events at the output of the gate will not exceed 1. Also, since

$$T_i = T_n + d_i$$

$$t_i = t_1 + d_i$$

Hence, the condition for MTE can be written as:

$$d_i \geq T_i - t_i \quad (4.3)$$
4.3 Linear programming

A linear program determines a set of variables such that an objective is minimized under the given constraints. We illustrate the linear programming model with the example of the adder circuit shown in Figure 3.2. Buffers are inserted at the PIs and at each fanout branch of a signal (PI or gate) with more fanouts than 1. The linear program is developed as follows.

4.3.1 Variables

The variables can be split into two categories:

- Gate variables
- Buffer variables

The gate variables are a set of three variables for each gate in the circuit. They are:

- \( T_i \) for every gate \( i \): This is the maximum time at which the output of this gate can produce an event after the occurrence of an event at the PIs.

- \( t_i \) for every gate \( i \): This is the minimum time at which the output of this gate can produce an event after the occurrence of an event at the PIs.

- \( d_i \) for every gate \( i \): This is the inertial delay of the gate which has to be given as an output of the optimizer.

The buffer variables also have the same set of parameters as gate variables but are treated differently later in the program.

4.3.2 Objective function

The injection of buffers into the circuit increases the area of the circuit and hence the obvious objective would be to reduce the number of them. Hence, our objective function would be
to reduce the delay of the buffers. The real objective would be to achieve a balanced delay circuit with the minimum number of buffers possible and the sum of the buffer delays would be equally effective in achieving this objective.

4.3.3 Constraints

4.3.3.1 Initial constraints

The lower bound is set for every parameter of the gate using these set of constraints. We write the constraints

\[ d_i \geq 1 \text{ for every gate } i, \quad d_i \geq 0 \text{ for every buffer } i, \quad T_i \geq 0 \text{ for every gate and buffer } i, \text{ and } \]

\[ t_i \geq 0 \text{ for every gate and buffer } i. \]

4.3.3.2 Gate constraints

First let us deal with the constraints for a gate with a single fanout. This set of constraints include the buffers, too. Consider the buffer 19 in Figure 3.2. Its fanin is buffer 16. Hence its set of constraints would be:

\[ T_{16} + d_{19} = T_{19}; \]
\[ t_{16} + d_{19} = t_{19}; \]

These constraints are self-explanatory as the maximum and minimum delay at the input of the gate would just be added to the delay of the gate (or buffer) as it proceeds to the fanout. Now consider the case where there are more than 1 fanins, as in gate 7. Then we have:

\[ T_7 \geq T_5 + d_7; \]
\[ T_7 \geq T_6 + d_7; \]
\[ t_7 \leq t_5 + d_7; \]
\[ t_7 \leq t_6 + d_7; \]
\[ d_7 \geq T_7 - t_7; \]

The first four constraints ensure that the parameter \( T_7 \) settles at the value that is the maximum \((T_5, T_6)\) and \( t_7 \) would settle at the minimum \((t_5, t_6)\). The condition for MTE is ensured by the last constraint.

### 4.3.3.3 Overall circuit delay constraints

To ensure that the delay balancing does not slowdown the circuit beyond the specified limit we use a given upper bound on the maximum delay at the output. This can be ensured by placing that upper bound on parameter \( T \) of all gates feeding the primary outputs of the circuit. Thus we have additional constraints as:

\[ T_{11} \leq \text{maxdelay} \quad \text{and} \quad T_{12} \leq \text{maxdelay} \]

where \text{maxdelay} is specified according to the application of the device and the amount of speed the user is willing to sacrifice for power savings. It is a user-defined parameter.

### 4.4 Validation of the model

In this section, we validate the new LP model by showing its equivalence to the exact path constraint model [2]. Consider the block of circuitry shown in the Figure 4.2. This gate consists of three gates and delay buffers (shown as black triangles) on the three primary inputs and two fanout lines.

First let us generate the constraints using the old model described by Agrawal et al. [2]. The variables here are the gate and buffer delays \( d_1 \cdots d_8 \). Path constraints are required only for multi-input gates.

- For gate 6:

\[ d_1 + d_3 - d_2 \leq d_6 \]  \hspace{1cm} (4.4)
Figure 4.2: A combinational circuit block.

\[ d_2 - d_1 - d_3 \leq d_6 \]  \hspace{1cm} (4.5)

The two inequalities are needed for each pair of paths to ensure that the absolute value of the differential delay does not exceed the gate delay.

- For gate 7:
  \[ d_1 + d_4 - d_5 \leq d_7 \]  \hspace{1cm} (4.6)
  \[ d_5 - d_1 - d_4 \leq d_7 \]  \hspace{1cm} (4.7)

- For gate 8: Since there are two possible paths to every input of gate 8 we have four pairs of paths, giving rise to eight path inequalities. These can be easily constructed and, therefore, we have avoided listing them.

All of these constraints are based on paths between the gate and PIs. Similarly, the overall circuit delay constraints are based on all paths through the circuit. The constraints defined in Section 4.3, on the other hand, do not depend on paths. They are derived using three gate variables, \( T_i, t_i \) and \( d_i \). Using the example of gate 6 in Figure 4.2 we will show
that the above path constraints are identical to and can be derived from the constraints of Section 4.3 and, hence, the new LP will produce the same solution.

For gate 6 in Figure 4.2, we write:

\[ t_6 \leq t_2 + d_6 \]  \hspace{1cm} (4.8)

\[ t_6 \leq t_3 + d_6 \]  \hspace{1cm} (4.9)

\[ T_6 \geq T_2 + d_6 \]  \hspace{1cm} (4.10)

\[ T_6 \geq T_3 + d_6 \]  \hspace{1cm} (4.11)

Also, the minimum transient energy (MTE) condition of Inequality 4.3 requires

\[ T_6 - t_6 \leq d_6 \]  \hspace{1cm} (4.12)

For buffers 1, 2 and 3, we have:

\[ t_1 = T_1 = d_1, \ t_2 = T_2 = d_2, \ \text{and} \ t_3 = T_3 = d_1 + d_3 \]  \hspace{1cm} (4.13)

Substituting in Inequalities 4.8 through 4.11 from 4.13, we obtain:

\[ t_6 - d_2 \leq d_6 \]  \hspace{1cm} (4.14)

\[ t_6 - d_1 - d_3 \leq d_6 \]  \hspace{1cm} (4.15)

\[ d_6 \leq T_6 - d_2 \]  \hspace{1cm} (4.16)

\[ d_6 \leq T_6 - d_1 - d_3 \]  \hspace{1cm} (4.17)
Adding Inequalities 4.14 and 4.17, we obtain

\[ d_1 + d_3 - d_2 \leq T_6 - t_6 \]  \hspace{1cm} (4.18)

Adding Inequalities 4.15 and 4.16, we obtain

\[ d_2 - d_1 - d_3 \leq T_6 - t_6 \]  \hspace{1cm} (4.19)

Finally, if we substitute Inequality 4.12 in 4.18 and 4.19 we obtain the path constraints of Inequalities 4.4 and 4.5. A similar procedure can be applied recursively to gates farther away from PIs to derive the path constraints from the local constraints of the new LP constraint set of Section 4.3. This applies to the output gate constraints specifying the overall circuit delay. Thus the equivalence of the present LP formulation and the previous method [2] is established.

4.5 Why is this model superior?

The strength of this model is in reducing the unnecessary constraints at each gate. The inertial delay constraint for hazard filtering is not written for all paths to the inputs as done previously but it isolates the maximum and minimum possible time instants \((T \text{ and } t,\) respectively) at which a signal can arrive at the input. Since we are interested only in the maximum differential delay we have just one constraint specifying that condition after the maximum \(T\) and minimum \(t\) have been isolated.

The superiority of the model can be easily visualized by looking at the example in the Figure 4.3. Let us consider the blocks such that each block is the circuit shown in Figure 4.2. As we saw in the example the number of constraints for the first block using the prior method would be a constant multiple of 4 (since it has four paths through it. Note that we ignore the initialization constraints as they will be similar for both methods.) If two blocks are cascaded then the circuit would require at least \(4 \times 4\) constraints as there are as many paths
leading to the last gate. Hence, we conclude that a circuit with $n$ such blocks cascaded would require at least $4^n$ constraints.

Using the new method the constraints for a single block would be a multiple of 15 (five constraints per gate and we have three gates here). Now if two blocks are cascaded together the number of constraints would become $15 \times 2$ as it would just increase the number of gates as far as the model is concerned. Hence, a circuit with $n$ cascaded blocks would have $15n$ constraints which is linear and clearly much less than the previous model.

To further illustrate the point we give the graph in Figure 4.4 with the number of constraints for the ISCAS’85 benchmark circuits. As seen in the figure the benchmark circuit c880 needed 6.9 million constraints with the old model but only 3,611 constraints with new model. The graph shows a linear increase with the number of gates for the new model. Though not obvious in the figure, the graph for the old model has an exponential rise and the constraint set could not be completed for some of the larger circuits (e.g., c6288 and c7552) due to the memory limits of the computer.

### 4.6 Summary

In this chapter we have described the new LP model for MTE design of circuits. We have explained the concept of the timing window and illustrated the formulation with vivid examples. The chapter also shows the validity of the model by unfolding the constraints to
Figure 4.4: Number of constraints for the new LP model and the old (path enumeration) model.

reveal the constraints described for the previous path enumeration model of Chapter 3. The new LP model is shown to be linear in complexity with the size of the circuit and hence is much simpler to solve and also feasible for large circuits as well. Thus we have eliminated the shortcomings of the previous model and have achieved a significant improvement in the power optimization procedure.
Chapter 5

Results

This chapter discusses the various experiments that we performed with this model, in order to highlight its uses and advantages. First we describe the conditions that we have set for ourselves and the assumptions in computing the results. Then we move on to the actual results obtained.

5.1 Experimental conditions and procedure

5.1.1 Procedure

For better understanding purposes, we have chronicled the experimental procedure from the time a file is given to us in a hardware description language to the time we generate the MTE design of the circuit and compute the power savings.

5.1.1.1 Step 1 – Constraint generation

The optimization has been done at the logic level of design. We have used a C++ program to:

- parse the circuit in the *rutmod* (a hardware description language) format given as input. This gate level description consists of for each gate, a number, type and a fanin list. It can be substituted by any other similar type of description. If the description is hierarchical, it is flattened.
• Insert buffers at all primary inputs and in all fanout signals. These buffers are used as place holders for any possible delays to be inserted, if necessary. Initially, they all have zero delays.

• generate the constraint file.

5.1.1.2 Step 2 – Optimization

This output file of Step 1 is in the AMPL [23] format and hence is given as input to the solver. We also specify a \textit{maxdelay} for that particular circuit. Then the solver gives an optimized set of parameters for all gates and also the buffers, if needed.

5.1.1.3 Step 3 – Analysis of results

Using the set of delays given by the solver a new netlist is generated. Now the power estimation is done to determine the effectiveness of the optimization. We used a power estimator [30] as the basis for comparison. A series of analyses have been done for the variance of maximum delay and the size of the circuit. The results will be explained in the next section.

5.2 Experimental results

Consider the 1-bit adder circuit in Figure 3.2. The LP model for this circuit in the AMPL format contained 94 gate constraints and 42 initial constraints. Since the minimum input-output delay is 6 units (assuming all gates of unit delay), there cannot be a solution for \textit{maxdelay} < 6. For other values of \textit{maxdelay}, we present the results in Table 5.1.

As shown in the Table when \textit{maxdelay} = 6 is specified, we require two buffers. For \textit{maxdelay} = 7 only one buffer is needed and for \textit{maxdelay} \geq 11 no buffer is needed. In all cases, the condition of inequality in Equation 4.3 was satisfied at all multi-input gates.
Table 5.1: Results from AMPL [23] for the 1-bit adder circuit.

<table>
<thead>
<tr>
<th>maxdelay</th>
<th>(d_4)</th>
<th>(d_5)</th>
<th>(d_6)</th>
<th>(d_7)</th>
<th>(d_8)</th>
<th>(d_{10})</th>
<th>(d_{12})</th>
<th>(d_{17})</th>
<th>(d_{28})</th>
<th>No. of Buffers</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2</td>
</tr>
<tr>
<td>6.5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.5</td>
<td>1.0</td>
<td>2.0</td>
<td>0.5</td>
</tr>
<tr>
<td>7.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
<td>3.0</td>
<td>1.0</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.5</td>
<td>2.5</td>
<td>1.0</td>
<td>3.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>9.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>1.0</td>
<td>4.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>10.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.5</td>
<td>3.5</td>
<td>1.0</td>
<td>4.5</td>
<td>2.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(\geq 11.0)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>3.0</td>
<td>4.0</td>
<td>1.0</td>
<td>5.0</td>
<td>3.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

by optimally combining delay balancing and hazard filtering to meet the overall \(maxdelay\) requirement.

Notice that the linear objective function minimizes the sum of buffer delays instead of the number of buffers. The linear program does not always find the minimum buffer solution. However, as the \(maxdelay\) is increased, the solutions at which the number of buffers just drops to a lower value are optimal. This is because some larger delay values may also satisfy the constraints.

### 5.3 Analysis of results

To estimate the power consumption of the circuit we used a variable delay simulator that counts the number of transitions every gate undergoes for every vector transition occurring at the PIs of the circuit. We have conducted the simulations for the unit gate delay model and the model with gate delays from the optimization results of the LP. The results for the number of transitions for all possible transitions at the PIs are shown in Figures 5.1 and 5.2. The graphs in these figures are to be read as follows. The x-axis of the graph shows the input vector pair in the octal format. Thus, 00 means a pair of binary vectors (000,000) applied to the 1-bit adder circuit of Figure 3.2. Similarly, the last pair 77 means vectors (111,111). All pairs with identical vectors produce no transitions in either circuit.
Figure 5.1: Number of transitions for all vector-pairs in 1-bit adder with unit-delays.

An event-driven logic simulator was used to determine the number of transitions produced by each of the 64 possible vector pairs.

The results for the unit-delay (unoptimized) circuit are given in Figure 5.1. An example of maximum power dissipation is the vector pair (010,001) or 21 (octal), which produced 10 transitions. The average number of transitions is 5.1. Since there are only 9 gates (excluding PIs and POs) at most 9 transitions can occur for a vector pair. This means that there are glitches in the unit delay circuit.

The optimized circuit delays correspond to the last row in Table 5.1. This design contains no buffers. We see that the maximum transitions in the circuit for any input transition is 6. One example is vector pair (000,011) or 03 (octal). The average number of transitions for the optimized circuit is thus reduced to 4.01.

If we assume that all vector pairs are equally likely to occur and that the dynamic
Figure 5.2: Number of transitions for all vector-pairs in 1-bit adder with optimized delays. Since power consumption is proportional to the number of gate transitions, then the optimization produces a peak power savings of 40% and average power savings of 20%.

We applied the similar procedure to a larger circuit, a 4-bit ALU with 80 gates which required 25,000 constraints for the older method. The new model needed only 989 constraints and the results, which are exactly the same as those obtained by path enumeration [2], are shown in Table 5.2.

<table>
<thead>
<tr>
<th>maxdelay</th>
<th>Buffers</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.0</td>
<td>5</td>
</tr>
<tr>
<td>10.0</td>
<td>2</td>
</tr>
<tr>
<td>12.0</td>
<td>1</td>
</tr>
<tr>
<td>$\geq 15.0$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2: Results from AMPL [23] for the 4-bit ALU circuit.

The minimum input-output delay (with all unit gate delays) is 7 and hence there is
no solution for $\maxdelay < 7$. We need 5 buffers when $\maxdelay \geq 7$ and the no buffer solution needs the $\maxdelay$ to be increased to 15. The power savings were also computed with an event-driven simulator for 10,000 random vector transitions and achieved a peak power savings of 33% and average power savings of 20%. The method is thus very effective even for large circuits.

5.4 Summary

In this chapter we have presented the results obtained on the 1-bit adder and 4-bit ALU circuits. We have also analysed the power optimization after the delays have been incorporated into the circuit. We have proved that the model works and it does reduce the number of transitions occurring in the circuit.
Chapter 6
Conclusion and Future Work

6.1 Conclusion

The new linear programming model has been shown to be an effective tool for the removal of glitches in any digital circuit. This is an effective tool for designing the minimum transient energy digital CMOS circuits. The main contribution is the reduction in complexity of the linear programs to be solved along with the reduction in the constraint set. The constraint set of the new linear program is a linear function of the circuit size. This is a significant simplification over the previous methods that required an exponentially growing constraint set. Results have shown circuit design examples with up to 20% reduction in average power by using this method. The reduction in the peak power can be much higher.

We obtain a reduction in the size of the LP constraint set by introducing two arrival time variables at gates. In the present application it is a novel idea. However, arrival time variables have been used to develop linear-time static timing analyzers [27, 28], which would otherwise have the problem of the exponential path complexity.

6.2 Future work

This work can be advanced in four possible directions.

1. Transistor sizing. The present work has enhanced the gate-level optimization method of Agrawal et al. [1, 2]. Similar extensions are possible for the transistor-level optimization
2. *Cell-based design.* Application-specific integrated circuits (ASICs) are often designed using a pre-designed library of standard cells. Such cells can be easily optimized for low-power using the method presented. However, a circuit designed with those cells will have interconnect delays that must be accounted for. This will require a hierarchical application of the optimization procedure. First, the cells can be optimized so all internal glitches are suppressed for specified maximum input signal delay skew. Then the interconnect delays must be controlled to conform to that delay skew at the input of each cell.

3. *Low-power asynchronous circuits.* Proper operation of an asynchronous circuit requires that the combinational logic does not produce glitches in the feedback signals [57]. The present method has almost a direct application to the design of such circuits. If glitches are eliminated from all gates (including the outputs of the combinational logic) then power dissipation will be minimized and a proper asynchronous function can be guaranteed as well.

4. *Extension to sequential circuits.* Glitch removal in sequential circuits is much more complicated than doing the same in combinational circuits. The method would require careful timing analysis of the arrival times of the signals at gates. Since our method keeps track of the arrival times of signals, it might be useful for hazard filtering of sequential circuits.
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