Adaptive energy-efficient scheduling for real-time tasks on DVS-enabled heterogeneous clusters

Xiaomin Zhu,*, Chuan He, Kenli Li, Xiao Qin

* Science and Technology on Information Systems Engineering Laboratory, National University of Defense Technology, Changsha 410073, PR China
b School of Computer and Communication, Hunan University, Changsha 410082, PR China
c Department of Computer Science and Software Engineering, Auburn University, Auburn, AL 36849-5347, USA

A R T I C L E   I N F O

Article history:
Received 24 February 2011
Received in revised form 27 June 2011
Accepted 9 March 2012
Available online 20 March 2012

Keywords:
Cluster
Real-time
Scheduling
Energy-efficient
Adaptivity
Dynamic voltage scaling

A B S T R A C T

Developing energy-efficient clusters not only can reduce power electricity cost but also can improve system reliability. Existing scheduling strategies developed for energy-efficient clusters conserve energy at the cost of performance. The performance problem becomes especially apparent when cluster computing systems are heavily loaded. To address this issue, we propose in this paper a novel scheduling strategy – adaptive energy-efficient scheduling or AEES – for aperiodic and independent real-time tasks on heterogeneous clusters with dynamic voltage scaling. The AEES scheme aims to adaptively adjust voltages according to the workload conditions of a cluster, thereby making the best trade-offs between energy conservation and schedulability. When the cluster is heavily loaded, AEES considers voltage levels of both new tasks and running tasks to meet tasks’ deadlines. Under light load, AEES aggressively reduces the voltage levels to conserve energy while maintaining higher guarantee ratios. We conducted extensive experiments to compare AEES with an existing algorithm – MEG, as well as two baseline algorithms – MELV, MEHV. Experimental results show that AEES significantly improves the scheduling quality of MELV, MEHV and MEG.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

In the past decade, computer cluster computing systems have increasingly become a popular cost-effective platform to run computing-intensive and data-intensive real-time applications like real-time weather forecast, image processing, signal processing, and stock trading [4,15,38,6]. Much of this trend can be attributed to the rapid enhancements in processing power of commodity-off-the-shelf hardware components and their low cost. The TOP500 supercomputer list made on June 2010 showed that clusters accounted for 84.8% within the fastest 500 computers in the world [26], indicating that a majority of high-performance supercomputers are built using inexpensive personal computers connected by high-speed networks. Especially, heterogeneous clusters have received a good deal of attention, because a homogeneous cluster becomes a heterogeneous one after newly purchased hardware components are incorporated into the cluster with old components. With the advance of cloud computing, heterogeneous clusters are widely applied in modern data and supercomputing centers. In this study we focus on heterogeneous clusters, which significantly affect the global scientific and business communities [18].

Although clusters are able to provide high-performance computing solutions, large-scale clusters consume tremendous amount of energy. For example, the total power of a 360-Tflops high-performance cluster (e.g. IBM Blue Gene/L) with traditional processors could exceed 10 megawatts, possibly approaching 20 megawatts. The total power of a large-scale cluster is approximately equal to the amount of power used in 22,000 US households [8]. In addition, high-temperature heat dissipation caused by large-scale clusters requires cooling equipments (e.g., air conditioners) to control temperature in supercomputers and data centers. The primary design goal of Google’s data centers is not high performance but high energy efficiency, because data centers can consume as much electricity as a city [25].

High energy consumption of clusters has three disadvantages. First, the energy cost of running clusters is very high. For example, the total energy cost of a single 200 W server (e.g., IBM 1U*300) is 180 $/year [2]. A large cluster with hundreds or thousands of computing nodes can lead to huge cost of electricity. Second, the high energy consumption has negative impacts on environment. It is evaluated that producing 1 KW electricity power needs to consume 0.4 kg coal and 4L water. Meanwhile, 0.272 kg solid powder, 0.997 kg CO$_2$, and 0.03 kg SO$_2$ are produced [21].
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energy consumption leads to huge carbon dioxide emissions. If electricity used by clusters is generated by thermal power stations, the negative impacts become more pronounced. Last, high energy consumption caused by a large number of computing nodes in a cluster results in high temperature that greatly affects the system reliability. Evidence shows (the Arrhenius equation) that computing in high temperature is more error-prone than in a normal environment, because the expected failure rate of an electronic component doubles for every 10 °C increased [7]. Therefore, reducing energy consumption of computing platforms is highly indispensable; we must make future clusters energy efficient.

The dynamic voltage scaling technique or DVS is an efficient approach to reducing energy consumption [22]. DVS exploits the relationship between CPU supply voltages of devices and power usages (e.g., Crusoe [1] and ARM7D [5]). DVS has been implemented in real-world processors like Intel SpeedStep and AMD PowerNow! Most modern processors supporting DVS use discrete voltage levels. Thus, one can save a processor’s energy by degrading CPU voltage while keeping the processor to operate at a slow speed.

In addition to the DVS technique, a second approach to conserving energy is to turn off idle computing nodes. This approach is efficient if most idle periods are very large. In real-time applications where idle periods are small, turning off computing nodes not only has a high overhead, but also introduces a high latency. A similar justification can be found in a previous study [30]. In our study, we focus on dynamic scheduling of real-time tasks on heterogeneous clusters with medium and high loads. Due to high overhead, frequently turning on and off computing nodes is not an ideal solution to conserve energy for clusters supporting real-time applications. Therefore, we decide to apply the DVS technology to adjust voltages of running nodes as an energy-saving energy approach.

The correctness of real-time tasks depends not only on the logic results of computation, but also on the time instant at which these results are produced [34]. Since the DVS technique conserves a CPU’s energy consumption through CPU voltage (clock frequency) reduction at the expense of increasing the execution time of real-time tasks, applying DVS to save energy for real-time tasks must carefully adjust the execution times of the real-time tasks within their timing constraints.

Motivation. In addition to conserving energy consumption caused by real-time tasks, improving performance (e.g., guarantee ratio) is desirable and, in many cases, mandatory for real-time applications. For example, a real-time military surveillance application requires real-time response besides significant energy conservation, because missing deadlines makes the application worthless [36]. Task scheduling strategies that only focus on reducing energy consumption are inadequate for many real-time applications. To address this problem, we attempt to incorporate adaptivity into energy-efficient scheduling schemes for real-time applications. Specifically, our approach first gives high priority to dealing with schedulability when a real-time system is heavily loaded even though much energy consumption may be produced. When the system is under light load, our approach strives to reduce energy consumption while achieving high schedulability for real-time tasks.

Most existing energy-efficient scheduling algorithms do not address the adaptivity issue in the context of real-time heterogeneous clusters. This problem motivates us to design and implement a novel adaptive energy-efficient scheduling strategy for real-time tasks on DVS-enabled heterogeneous clusters.

Contributions. Our main contributions are summarized as follows:

1. We constructed an energy consumption model that adequately considers the adaptivity.
2. We developed an adaptive energy-efficient scheduling strategy or AEES for real-time tasks running on heterogeneous clusters.
3. We conducted experimental evaluation of AEES using a simulated heterogeneous cluster.

The rest of this paper is organized as follows. The related work is summarized in Section 2. Section 3 presents the adaptive power-aware scheduling model. Section 4 describes the AEES scheduling strategy that contains two algorithms—EEGS and LVA. The main principles of EEGS and LVA are also discussed in Section 4. Simulation experiments and performance analysis are presented in Section 5. Section 6 concludes the paper with a few future directions.

2. Related work

Over the past decade, increasing attention has been directed toward energy conservation for high-performance clusters [18,28,37,20,13,44]. Among many energy-saving techniques, scheduling is an efficient approach to reducing energy consumption on clusters. A scheduling mechanism makes an effort to allocate tasks to computing nodes in a cluster where the nodes can be operated at the possibly lowest voltage level. Many practical scheduling algorithms developed for multiprocessors are NP-complete [32], motivating researchers to design heuristic algorithms to solve the scheduling problems.

In a broad sense, the scheduling algorithms exist in two forms: static and dynamic [17]. Static scheduling algorithms make scheduling decisions before tasks are submitted to a cluster, and are often applied to schedule periodic tasks [29,10]. However, periodic tasks whose arrival times are not known a priori must be handled by dynamic scheduling algorithms (see, for example, [9,27]). In this study, we focus on scheduling aperiodic and independent real-time tasks. Our algorithm can be extended to deal with tasks with precedence constraints, because dependent tasks are equivalent to independent tasks by modifying ready times and deadlines of the dependent tasks [23]. Moreover, some scheduling algorithms of real-time tasks are preemptive, whereas our scheduling algorithm is non-preemptive, i.e., an executing task cannot be preempted by another task, which is more efficient, particularly fit for soft real-time applications than the preemptive approaches because of reducing the overheads required for switching among tasks [19]. Consequently, the non-preemptive scheduling scheme is employed in this paper.

Laszewski et al. focused on reducing energy consumption of virtual machines on a homogeneous cluster using DVS-based scheduling. Zong et al. investigated a two-phase energy-efficient scheduling strategy called EETDS for dependent tasks with intensive communications. EETDS applies a duplication-based method to shrink communication energy cost when allocating parallel tasks to a heterogeneous cluster [44]. Kotla et al. employed the execution characteristics of tasks running on clusters to predict their performance at available frequency settings and to schedule these tasks with the lowest frequency [16]. Xie et al. proposed a scheduling scheme – BEATA – that considers both energy consumption and schedule length to solve the energy-latency dilemma for tasks of parallel applications in heterogeneous embedded systems [35]. Hu et al. described an approach exploiting live migration of virtual machines to transfer load among computing nodes to reduce energy consumption on homogeneous and heterogeneous clusters [11]. Although these scheduling strategies are able to achieve high performance for non-real-time applications, they are inadequate for real-time applications due to the lack of guarantee to finish real-time tasks within their deadlines.

Previous studies have incorporated energy conservation into real-time scheduling. Nélias et al. considered the problem of...
minimizing energy consumption caused by a set of sporadic constrained-deadline real-time tasks scheduled on a fixed number of processors. Their scheduling algorithm is preemptive; each process can start its execution on any processor and may migrate at run-time from one processor to another if it gets preempted by earlier-deadline processes [28]. Kim et al. presented two power-aware scheduling algorithms (space-shared and time-shared) for bag-of-tasks real-time applications on DVS-enabled clusters to minimize energy dissipation while meeting applications' deadlines [13]. Unfortunately, the above methods were designed for homogeneous computing environments, having no inherent capability of supporting heterogeneous systems. Energy saving on heterogeneous clusters is complicated, because a high-voltage node may yield lower energy consumption due to its higher processing speed.

Yu et al. studied the allocation problem of a set of independent tasks in a real-time system consisting of heterogeneous DVS-enabled processing elements [37]. Yu’s scheduling scheme, which is static in nature, can efficiently schedule periodic real-time tasks. Wilkins et al. investigated the energy-aware task allocation problem for assigning a set of real-time tasks onto heterogeneous machines of a computational grid each equipped with DVS feature using non-cooperative game theory [33]. Liu et al. developed an algorithm or PASS for real-time tasks with different priorities and deadlines on DVS-enabled heterogeneous clusters [20]. PASS schedules both hard and soft real-time tasks. First, PASS schedules hard real-time tasks in order to meet their deadlines. Next, slack times are utilized to execute soft real-time tasks within timing constraints. PASS is a batch-style scheduling algorithm, in which submitted tasks are collected and scheduled as a meta-task when a scheduling event is triggered. Regarding the batch-style scheduling, although more tasks information can be used to make the scheduling more efficient, in real-time systems, it may result in some tasks arriving earlier miss their deadlines due to waiting delay [39]. Therefore, in our study, we employ the immediate-style scheduling, i.e., scheduling a task once it arrives.

In our previous studies [40,39,43,42], we investigated a set of scheduling strategies for real-time tasks on heterogeneous clusters. However, we did not address the energy saving issues on heterogeneous clusters. In this paper, we pay attention to adaptive energy-efficient scheduling for non-preemptive, real-time, and aperiodic tasks on DVS-enabled heterogeneous clusters. Aiming at improving energy efficiency and schedulability, our new dynamic strategy can adaptively adjust supply voltage levels according to workload conditions.

3. System model

This section introduces the models, notion, and terminology used throughout this paper. For future reference, we summarize notation used in this study in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_i$</td>
<td>The $i$th computing node in the node set</td>
</tr>
<tr>
<td>$N = {n_1, n_2, \ldots, n_m}$</td>
<td>A cluster</td>
</tr>
<tr>
<td>$t_i$</td>
<td>The $i$th task in the task set $T = {t_1, t_2, \ldots, t_m}$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>The arrival time of $t_i$</td>
</tr>
<tr>
<td>$d_i$</td>
<td>The deadline of $t_i$</td>
</tr>
<tr>
<td>$r_i$</td>
<td>The remaining execution time of the running task on $n_i$</td>
</tr>
<tr>
<td>$est_i$</td>
<td>The earliest start time of $t_i$ on $n_i$</td>
</tr>
<tr>
<td>$x_i$</td>
<td>$x_i$ is “1” if $t_i$ is assigned to $n_i$; otherwise, $x_i$ is “0”</td>
</tr>
<tr>
<td>$o_i$</td>
<td>The execution order of $t_i$ on $n_i$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>$w_i$ is “1” if $t_i$ is waiting in the local queue of $n_i$, and is “0” else</td>
</tr>
<tr>
<td>$V_k$</td>
<td>The $k$th voltage level of $n_i$</td>
</tr>
<tr>
<td>$v_{ij}$</td>
<td>The selected voltage of $t_i$ on $n_j$, $v_{ij} \in V_k$</td>
</tr>
<tr>
<td>$e_{ij}(v)$</td>
<td>The execution time of $t_i$ on $n_j$ using the voltage level $v$</td>
</tr>
<tr>
<td>$e_{\text{max}}$</td>
<td>The maximal execution time of $t_i$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>The task size of $t_i$</td>
</tr>
<tr>
<td>$m_{ij}$</td>
<td>The processing speed of $n_i$ with voltage level $v_{ij}$</td>
</tr>
<tr>
<td>$f_i(v)$</td>
<td>The frequency of $n_i$ with voltage level $v_{ij}$</td>
</tr>
<tr>
<td>$e_{ij}$</td>
<td>The energy consumption of $t_i$ on $n_j$</td>
</tr>
<tr>
<td>$E_{\text{idle}}$</td>
<td>The power of $n_i$ when it is idle</td>
</tr>
<tr>
<td>$E_{\text{dynamic}}$</td>
<td>The dynamic energy consumption</td>
</tr>
<tr>
<td>$E_{\text{static}}$</td>
<td>The static energy consumption</td>
</tr>
<tr>
<td>$E$</td>
<td>The sum of dynamic energy consumption and static energy consumption</td>
</tr>
<tr>
<td>$e_{\text{active}}(T, N, X, V)$</td>
<td>The total energy consumption of nodes when they are active</td>
</tr>
<tr>
<td>$e_{\text{idle}}(T, N, X, V)$</td>
<td>The total energy consumption of nodes when they are idle</td>
</tr>
<tr>
<td>$et(T, N, X, V)$</td>
<td>The total energy consumption of nodes of a cluster</td>
</tr>
<tr>
<td>$Ev(T, N, X, V)$</td>
<td>The minimal energy consumption of a cluster</td>
</tr>
<tr>
<td>$AN(X)$</td>
<td>The maximal number of accepted tasks</td>
</tr>
</tbody>
</table>

Each node in the cluster maintains a local queue in which admitted tasks are queuing up for execution on the node. The local voltage controller in each node aims at minimizing the voltage levels for admitted tasks to reduce energy consumption.

When a new task arrives, the scheduler follows three steps below to allocate and schedule the task.

Step 1: The scheduler checks system status information (e.g., voltage levels of the nodes, tasks running on the nodes, tasks waiting in the local queues, and actual execution times of finished tasks). It is critical to collect and manage the system status information, because schedulers largely depend on such information to choose the most energy-efficient computing nodes to run new tasks. All the information can be stored and maintained by the scheduler. The system information can be gathered in two approaches.

- First, the status information can be periodically collected. A short period (e.g., a few seconds) increases accuracy at the cost of high overhead, whereas a long period (e.g., a few minutes) reduces both monitoring overhead and accuracy. The periods, regardless of their lengths, should be adjusted by a system administrator based on application requirements.
- Second, the status information can be gathered when a new task arrives. Compared with the first approach, the second scheme
incurs lower overhead under low workload conditions. When the load becomes very high (e.g., many tasks arrive in a very short time period), the first approach is better than the second one.

It is worth noting that run-time execution conditions may be different with stored information, because execution times are estimated and computing nodes may fail due to various reasons. Fortunately, this problem is addressed by periodically collecting system status information. After the system information is gathered in a real-time manner, the system status data are immediately updated.

Step 2: The scheduler decides whether or not the new task can be allocated to a node and completed within its deadline by the energy-efficient global scheduling algorithm or EEGS. In the process of scheduling, EEGS makes the best effort to schedule a new task to a node with the possibly lowest voltages. If the new task’s deadline is not guaranteed, it will be dropped to the rejected queue. Otherwise the task will be transferred to a destination node.

Step 3: The status information including node voltage, sequence of the new task, execution time of tasks waiting in this node are passed on to this destination node.

After a task in one node is executed, the local voltage adjuster relies on the local voltage adjusting algorithm or LVA to dynamically reduce the node voltage subject to the timing constraints of tasks waiting in the local queue. The dynamic voltage scaling approach can achieve high energy efficiency of the heterogeneous clusters.

3.2. Task model

We consider a set \( T = \{t_1, t_2, \ldots, t_m\} \) of soft real-time tasks that are independent, non-preemptive, and aperiodic. There is no communication among tasks. Each task can be executed on only one node; a task cannot be partitioned and distributed across multiple nodes.

Let \( a_i \) and \( d_i \) be the arrival time and deadline of task \( t_i \) respectively. Let \( EST = (est_{ij})_{n \times m} \) be an earliest start time matrix of tasks, where element \( est_{ij} \) denotes the earliest start time of task \( t_i \) on node \( n_j \). To model the heterogeneity of a cluster, we denote \( E = (e_{ij})_{n \times m} \) as an execution time matrix of tasks, where element \( e_{ij} \) denotes the execution time of task \( t_i \) on node \( n_j \).

The aforementioned task model largely relies on a way of estimating execution times of tasks assigned to given computing nodes. The task execution times must be approximately estimated and provided prior to scheduling tasks on clusters. A few execution-time estimation techniques are commonly used in the scheduling research community [3]. Such an execution-time estimation process is reasonable and practical, because execution times can be estimated by the code profiling and statistical prediction techniques (see, for example, [31, 12]).

An allocation matrix \( X = (x_{ij})_{n \times m} \) is used to reflect a mapping of \( n \) tasks to \( m \) nodes. Element \( x_{ij} \) in \( X \) is “1” if task \( t_i \) is assigned to node \( n_j \); otherwise, \( x_{ij} \) is “0”. Let \( O = (o_{ij})_{n \times m} \) be an execution order matrix, where element \( o_{ij} \) represents the execution order of task \( t_i \) on node \( n_j \). Let \( w_{ij} = 1 \) if task \( t_i \) is waiting in the local queue of node \( n_j \), else \( w_{ij} = 0 \). \( f_{ij} \) is the finish time of task \( t_i \) on node \( n_j \).

3.3. Energy consumption model

It is assumed that the processor of each computing node in a cluster is DVS enabled in the sense that the processor can be operated in multiple voltages with different frequencies by CMOS circuits. The main energy consumption \( E \) caused by a cluster includes two parts—dynamic energy consumption \( E_{\text{dynamic}} \) due to circuit switching activities in systems and static energy consumption \( E_{\text{static}} \) for the leakage currents in the circuits [13]. Thus, we have

\[
E = E_{\text{dynamic}} + E_{\text{static}}.
\]

Generally speaking, energy consumption is dominated by the dynamic energy consumption [41, 24]. Although the leakage energy consumption cannot be ignored when the deep-micro technology is applied, the contribution of the leakage energy to the overall energy consumption follows a similar trend to the dynamic energy consumption. To simplify our energy consumption model, we focus on the dynamic energy consumption that can be approximated as:

\[
E = \alpha f V_{dd}^2 \Delta t,
\]

where \( V_{dd} \) is supply voltage, \( f \) is the number of clock cycles per second, i.e., processor clock frequency, \( \Delta t \) is the execution period, and \( \alpha \) is a constant. Clock frequencies are positive correlated with supply voltages. Reducing voltages can result in low clock frequencies.

Eq. (2) suggests that the energy consumption can be reduced by lowering the supply voltage at the cost of speed (i.e., slowdown of the execution time). One can save energy by degrading voltage levels and delaying the execution time of real-time tasks as long as timing constraints are met (see, for example, [13]).

We denote \( V = \{V_1, V_2, \ldots, V_k\} \) as a set of voltages of all nodes in a cluster. Let \( V_j = \{V_{j1}, V_{j2}, \ldots, V_{jk}\} \) be a set of supplied voltages for node \( n_j \). For simplicity, we assume that \( V_{j1} < V_{j2} < \cdots < V_{jk} \). \( v_j \in V_j \) is a selected voltage of task \( t_i \) on node \( n_j \). The execution time of task \( t_i \) on node \( n_j \) using voltage level \( v_j \) is represented as \( e_{ij}(v_j) \). \( v_j \) is a feasible voltage level, which should satisfy the following two inequalities, (1) \( f_{ij} \leq d_i \), and (2) \( V_{j1} \leq v_j \leq V_{jk} \). We have \( e_{ij}(v_j) = s_i / m_{ijk} \), where \( s_i \) is the size of task \( t_i \), and \( m_{ijk} \) is the processing speed of node \( n_j \) with supply voltage level \( v_j \). In this equation, \( v_k \) equals to \( v_j \). Thus, the energy consumption \( ec_{ij} \) of task \( t_i \) on node \( n_j \) can be written as follows:

\[
ec_{ij} = af_{ij}(v_j) e_{ij}(v_j),
\]

where \( f_{ij}(v_j) \) denotes the frequency of node \( n_j \) with voltage \( v_j \).

Given a real-time application with task set \( T \), a node set \( N \), an allocation matrix \( X \), and voltage set \( V \), the total energy consumption of all tasks in this application is:

\[
e_{\text{active}}(T, N, X, V) = \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij} ec_{ij}
\]

\[
= \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij} af_{ij}(v_j) e_{ij}(v_j).
\]

Note that Eq. (4) does not incorporate energy consumption caused by idle nodes. In this study, we set the voltage to the lowest level when a node is idle, and the power of node \( n_j \) is denoted as \( p_j \) when it is idle. Consequently, the total energy consumption of idle nodes is expressed as:

\[
e_{\text{idle}}(T, N, X, V)
\]

\[
= \sum_{j=1}^{m} p_j \left( \sum_{i=1}^{n} \max_{l=1}^{m} f_{ij} - \sum_{i=1}^{n} x_{ij} e_{ij}(v_j) \right)
\]

\[
= \sum_{j=1}^{m} \alpha f_{ij}(V_{j1}) V_{j1}^2 \left( \sum_{i=1}^{n} \max_{l=1}^{m} f_{ij} - \sum_{i=1}^{n} x_{ij} e_{ij}(v_j) \right),
\]

where \( \max_{l=1}^{m} f_{ij} \) is the finish time of task that is the latest executed on node \( n_j \), and \( \max_{l=1}^{m} f_{ij} = \sum_{i=1}^{n} x_{ij} e_{ij}(v_j) \) is the total idle time on node \( n_j \).

Therefore, the total energy consumption of the nodes in a cluster is derived form Eqs. (4) and (5) as:

\[
e(T, N, X, V) = e_{\text{active}}(T, N, X, V) + e_{\text{idle}}(T, N, X, V)
\]
\[ E(V) = \min \{ EC(T, N, X, V) \} \] (7)

Importantly, a node running a task with the least energy consumption could result in a later finish time for the task, which in turn may affect the admissions of subsequently arriving tasks. Energy savings gained by low voltage levels can negatively affect the schedulability of clusters. In our design, we aim to maximize the number of admitted real-time tasks within a range of voltage levels of nodes. Hence, the function representing the number of accepted tasks must be maximized under timing constraints:

\[ AN(X) = \max \left\{ \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} X_{ij} \right\} \] (8)

Energy conservation and guarantee ratio are two conflicting objectives in the context of real-time task scheduling on a cluster. Our energy-efficient scheduling strategy AEES (see next section) makes the best trade-offs between energy saving (see Eq. (7)) and guarantee ratio (see Eq. (8)) according to the workload of a cluster. If the cluster is heavily loaded, AEES favors schedulability over energy efficiency. In contrast, when the cluster is under light load, AEES degrades the voltage levels for admitted tasks to reduce energy consumption.

4. The scheduling AEES strategy

We are now in a position to present in this section an adaptive energy-efficient scheduling strategy or AEES for independent aperiodic soft real-time tasks on DVS-enabled heterogeneous clusters. AEES takes the issues of schedulability, energy conservation, and system workload into account. The AEES strategy is composed of two algorithms—the EEGS algorithm and the LVA algorithm (see the two subsections below). EEGS and LVA are seamlessly integrated to adaptively adjust voltage levels of computing nodes in a cluster in accordance to the cluster’s workload.

4.1. The EEGS algorithm

The EEGS algorithm, used to accommodate new tasks, executes the earliest deadline first (EDF) policy to improve the schedulability of real-time clusters. To facilitate the presentation of EEGS, we introduce the following two properties.

**Property 1.** If a real-time task \( t_i \) is scheduled on node \( n_j \), then the following condition must be met.

\[ st_{ij} + e_{ij}(v_{kj}) \leq d_i, \quad \forall t_k, \quad o_{kj} > o_{ij}, \quad w_{kj} = 1 : st_{kj} + e_{kj}(v_{kj}) \leq d_k, \] (9, 10)

where \( st_{ij} \) and \( st_{kj} \) are the start time of task \( t_i \) on node \( n_j \), and the start time of task \( t_k \) on node \( n_j \), respectively.

**Property 1** states that if a task can be allocated to a node, the task must be finished before its deadline. Furthermore, waiting tasks whose execution orders are later than that of the new task in the node’s local queue must be completed before their deadlines. Because the execution time of a real-time task will be increased when the voltage level of its located node is lowered, the voltage levels of all the computing nodes must be adaptively adjusted to ensure schedulability.

In Eq. (9), the start time \( st_{ij} \) of task \( t_i \) on node \( n_j \) is a value anywhere between \( t_i \)'s earliest start time \( est_{ij} \) and latest start time. In this paper, the start time \( st_{ij} \) is measured by \( t_i \)'s earliest start time \( est_{ij} \) to make \( t_i \) finish as earlier as possible. Thus, it is important to compute the earliest start time as follows (see Eq. (11) for a formal description). If node \( n_j \) is sitting idle, the earliest start time of task \( t_i \) on node \( n_j \) equals the task’s arrival time. Otherwise, the task will have to wait in the local queue for all the tasks with earlier deadlines to be completed. Thus, \( est_{ij} \) can be calculated as:

\[ est_{ij} = a_i + \sum_{o_{kj} < o_{ij}, w_{kj} = 1} e_{kj}(v_{kj}) + r_j, \] (11)

where \( r_j \) is the remaining execution time of the running task on node \( n_j \).

**Property 2.** The earliest start times of waiting tasks in a local queue will be recalculated if a higher voltage level is applied to accommodate a new task. The earliest start times should be updated in the following three cases:

Case 1. If any task \( t_k \) is waiting in the local queue of node \( n_j \), and \( t_k \) has the earliest execution order, then

\[ est_{ij} = est_{kj}. \] (12)

Case 2. If any task \( t_k \) is waiting in the local queue of node \( n_j \), and \( t_k \)'s execution order is earlier than that of new task \( t_i \) but not the earliest execution order, then

\[ est_{ij} = est_{kj} - \sum_{o_{kj} < o_{ij}, w_{kj} = 1} e_{mj}(v_{mj}) - e_{mj}(v'_{mj}). \] (13)

Case 3. If any task \( t_k \) is waiting in the local queue of node \( n_j \), and \( t_k \)'s execution order is later than that of new task \( t_i \), then

\[ est_{ij} = est_{kj} + e_{ij}(v_{ij}) - \sum_{o_{kj} > o_{ij}, w_{kj} = 1} e_{mj}(v_{mj}) - e_{mj}(v'_{mj}). \] (14)

where \( est_{ij} \) is the new earliest start time of task \( t_i \) on node \( n_j \), and \( e_{mj}(v'_{mj}) \) is the new execution time of task \( t_k \) on node \( n_j \) when a higher voltage level \( v'_{mj} \) is applied to accommodate new task \( t_i \).

Fig. 2 illustrates a case described in the above Property 2.

If a cluster is under heavy load, it is likely that no computing node in the cluster can guarantee a new task’s deadline. The reason is two-fold. First, tasks have longer execution time due to lower voltage levels on nodes. Second, the new task has later start time in one node, because many other tasks allocated to the same node are waiting in the local queue.

Our EEGS algorithm improves the adaptivity of the scheduling mechanism in the following way. If a new task cannot be allocated
with current voltage levels of nodes in a cluster, then the voltage levels of some nodes will be increased to enhance the schedulability by admitting the new task rather than rejecting the task.

Algorithm 1 Pseudocode of EEGS algorithm

1: for each new task $t_i$ do
2: \hspace{1em} find $\leftarrow$ FALSE; findNode $\leftarrow$ NULL; $v$ $\leftarrow$ $V_{max}$; $ec$ $\leftarrow$ $\infty$; $f$ $\leftarrow$ $\infty$;
3: for each node $n_j$ in a cluster do
4: \hspace{1em} Calculate the earliest start time $est_tj(v_{ij})$ using the highest voltage level, i.e., $v_{ij} \leftarrow V_{max}$;
5: \hspace{1em} if $est_tj(v_{ij}) + e_tj(v_{ij}) \leq d_i$ then
6: \hspace{2em} while $v_{ij} \geq V_{min}$ do
7: \hspace{3em} Degrade one voltage level of $n_j$; $v_{ij} = -$;
8: \hspace{3em} Calculate the $est_tj(v_{ij})$ and finish time $f_{ij}$;
9: \hspace{3em} if $est_tj(v_{ij}) + e_tj(v_{ij}) > d_i$ or $3t_k, a_{ij} > o_{ij}, w_{kj} == 1$ : $est_tj(v_{ij}) + e_tj(v_{ij}) > d_i$ then
10: \hspace{4em} $v_{ij}++;$
11: \hspace{4em} break;
12: \hspace{3em} end if
13: \hspace{3em} end while
14: \hspace{1em} Calculate the energy consumption $ec_{ij}$;
15: \hspace{1em} if ($ec_{ij} < ec$) or ($ec_{ij} == ec$ and $f_{ij} < f$) then
16: \hspace{2em} $v \leftarrow v_{ij}$; findNode $\leftarrow$ $n_j$; find $\leftarrow$ TRUE;
17: \hspace{1em} end if
18: \hspace{1em} end if
19: end for
20: if find $==$ TRUE then
21: \hspace{1em} Allocate $t_i$ to findNode;
22: \hspace{1em} Adjust the voltage level of findNode to $v$;
23: else
24: \hspace{1em} Reject task $t_i$;
25: end if
26: end for

EEGS is a heuristic scheduling algorithm. When a new task arrives, the admission test is performed on each node. Initially, the maximal voltage level is tested on a node, then EEGS decreases the voltage level of the node until the new task or waiting tasks cannot be completed before their deadlines. EEGS selects the node with the lowest energy consumption to save energy. Performing the maximal-voltage-level-admission test is to guarantee high schedulability. If all the nodes running at the highest voltage levels cannot accommodate the new task, then the task is rejected.

The pseudocode of EEGS is described in Algorithm 1. EEGS tests if a new task’s deadline can be guaranteed with the highest voltage level of a node (see Lines 4–5). If the initial test is passed, EEGS decreases the voltage level of the node until the new task or waiting tasks in the node’s local queue cannot have their timing constraints satisfied (see Lines 6–13). An iteration is performed on each node to obtain the lowest voltage level. After the energy consumption at the lowest voltage levels is computed, EEGS chooses a node with the minimum energy consumption. If several nodes have the same minimum energy consumption, the node offering the earliest finish time to the new task is selected to break the tie (see Lines 14–17). If all nodes cannot admit the new task even at the highest voltage levels, the task is rejected. Otherwise the new task is allocated (see Lines 20–25).

The time complexity (see Theorem below) of EEGS depends on the number of computing nodes in a cluster, the number of tasks in a local queue, and the number of voltage levels.

**Theorem 1.** The time complexity of the EEGS scheduling algorithm is $O(mkq)$, where $m$ is the number of computing nodes, $q$ is the number of tasks in a local queue, and $k$ is the number of voltage levels.

**Proof.** The time complexity of calculating the earliest time of tasks in a local queue is $O(q)$ (see line 4 and line 8). It takes $O(k)$ (see lines 6–13) to determine the lowest voltage level (i.e., lowest energy consumption to accommodate a newly arrived task). It only takes $O(1)$ to execute the other lines. Hence, the time complexity of EEGS is calculated as follows: $O(m)(O(k) + O(k)(O(q))) = O(mkq)$. □

4.2. The LVA algorithm

The LVA algorithm is implemented in the local voltage adjuster to dynamically control voltages to conserve energy. LVA strives to decrease voltage level of a node after each running task finishes its execution. The design of LVA is indispensable, because a node’s voltage may be scaled up since a running task needs a higher node voltage to guarantee the task’s deadline. Tasks in the node’s local queue may just need low voltage to satisfy their timing constraints.

In our design, node voltages are scaled when all the tasks in a local queue are considered together to meet their timing requirements. Thus, all the temporary supply voltages of tasks in a local queue are degraded if the tasks’ timing constraints can be guaranteed. When another task is finished, LVA is invoked again. Therefore, the actual supply voltages for the tasks may be different. LVA is able to efficiently reduce energy consumption and enhance the system adaptivity. The LVA has the following properties.

**Property 3.** The voltage level of a node can be decreased and the following constraint must be met.

$$\forall t_k, \hspace{1em} w_{kj} = 1 : est_tj + e_tj(v_{ij}) \leq d_k,$$  \hspace{1em} (15)

where $est_tj$ and $e_tj(v_{ij})$ denote the new earliest start time and new execution time after the voltage level of node $n_j$ is degraded.

Since the execution times of tasks in a local queue may be increased, some tasks can miss their deadlines due to either an increased execution time or a later start time. The start time of waiting tasks must be recomputed if a new task is admitted. Thus, we have the following property.

**Property 4.** The earliest start time of waiting tasks in a local queue must be recalculated if the voltage level is decreased for energy saving purpose.

$$est_tj = est_tj + \sum_{a_{ij} > 0, w_{kj} = 1, w_{kj} = 1} (e_tj(v_{ij}^j) - e_tj(v_{ij})).$$  \hspace{1em} (16)

The pseudocode of LVA is outlined in Algorithm 2.

Algorithm 2 Pseudocode of LVA algorithm

1: Get the voltage level $v_p$ of node $n_q$;
2: while $v_p > V_{min}$ do
3: \hspace{1em} Degrade one voltage level of node $n_q$: $v_p = -$;
4: \hspace{1em} for each task $t_k$ waiting in local queue of $n_q$ do
5: \hspace{2em} Calculate the new earliest start time $est_tj$ and the new execution $e_tj(v_{ij})$;
6: \hspace{2em} if $est_tj + e_tj(v_{ij}) > d_k$ then
7: \hspace{3em} Enhance one voltage level of node $n_q$: $v_p + +$;
8: \hspace{3em} break;
9: \hspace{2em} end if
10: \hspace{1em} end for
11: end while

The objective of LVA is to minimize the voltage levels of computing nodes. If the voltage level of a node is not set to the lowest value, LVA will test if a lower voltage level can also guarantee the deadlines of all the waiting tasks in the local queue.
If the deadlines can be met, LVA calculates the new earliest start times and execution times of the waiting tasks under the lower voltage level (see Line 5 in Algorithm 2). If the lower voltage level fails to guarantee the deadline of any task, the voltage-level degradation process is terminated and the voltage level is rolled back to the former value (see Lines 6–9 in Algorithm 2). The time complexity of LVA can be found in the following theorem.

**Theorem 2.** The time complexity of the LVA algorithm is $O(kq)$, where $k$ is the number of voltage levels and $q$ is the number of waiting tasks in a local queue.

**Proof.** It takes $O(q)$ time to check whether or not all the tasks in the local queue can meet their deadlines when a lower voltage level is chosen. The time complexity of adjusting voltage levels is $O(k)$. Therefore, the time complexity of LVA is $O(k)(O(q)) = O(kq)$. □

5. Performance evaluation

We evaluate in this section the performance of the proposed adaptive energy-efficient scheduling strategy (AEES). To demonstrate the performance improvements gained by AEES, we quantitatively compare it with an existing MEG (minimum energy greedy) algorithm presented in the literature [14,37], and two baseline algorithms—MEHV (the minimum energy highest voltage algorithm) and MELV (the minimum energy lowest voltage algorithm), in which static (highest or lowest) voltage levels are employed. Note that using baseline algorithms to demonstrate strengths of proposed algorithms is widely used in many similar studies (see for example [13]).

MEG, MEHV, and MELV are briefly described as follows:

1. **MEG.** For each task allocation, MEG selects a node that yields the least energy consumption by dynamically adjusting voltage levels.

2. **MEHV.** All computing nodes run at the highest voltage level. A node offering the least energy consumption is chosen when a newly arrived task is allocated.

3. **MELV.** All nodes run at the lowest voltage level. MELV selects a node providing the least energy consumption for each task allocation.

The performance metrics by which we evaluate the system performance include:

1. **Guarantee Ratio (GR)** defined as: $GR = \frac{\text{Total number of tasks guaranteed to meet their deadlines}}{\text{Total number of tasks}} \times 100\%$.

2. **Total Energy Consumption (TEC)** used to embody the total energy consumption.

3. **Energy Consumption Per Task (ECPT)** calculated as: $ECPT = \frac{\text{TEC}}{\text{Total number of tasks guaranteed to meet their deadlines}}$.

4. **CPU Utilization (CU)** expressed by: $CU = \frac{\text{Time to execute tasks}}{\text{Total running time of nodes in a cluster}}$.

Note that the values of TEC and ECPT are normalized; similar expressions can be found in the literature [18,20,13,16].

### 5.1. Simulation method and parameters

The frequencies and voltages used in our simulations were obtained by testing Athlon-64 machines (see Table 2). The processing speed at 2 GHz was assumed to be 10,000 MIPS in average [13]. To reflect node heterogeneities, we varied the CPU processing speed of Athlon-64 in the range between 4000 MIPS and 10,000 MIPS (see Table 3).

(1) The voltage levels of all the nodes in a simulated cluster are chosen from values in the range from 0.9 to 1.5 V with an increment of 0.1 V. Also, AEES can be used in a cluster where DVS intervals between nodes are different. To study the heterogeneity issue, we let parameter minMIPS represent processing speed in terms of MIPS (million instructions per second) with the lowest voltage. The processing speeds of the computing nodes under the lowest voltage is normally distributed in the range of minMIPS. Similarly, parameter maxMIPS represents the processing speed under the highest voltage level. The processing speed increases 1000 MIPS and frequency increases 0.2 GHz when the voltage level increases 0.1 V. Noted that if the lower bound (i.e., minMIPS) and upper bound (i.e., maxMIPS) increase, the node heterogeneity level is increased. Thus, a wide variety of heterogeneity levels can be adjusted by changing the values of minMIPS and maxMIPS.

(2) Parameter taskSize represents task size. Without loss of generality, we assume that the distribution of task size is a normal distribution. We examine three task sizes: small tasks, middle tasks and large tasks. For example, the size is 0.1–10 GI for small tasks, 10–40 GI for middle tasks, and 40–100 GI for large tasks. The tasks used in our experiments belong to synthetic tasks, which are flexible and rational to exhibit the task heterogeneity and to vary the system workload.

(3) The deadline assignments are controlled by the deadline base (Tbase) denoted as $\beta$, which determines if tasks have loose deadlines or tight deadlines. The deadline $d_i$ of task $t_i$ in Eq. (17) is chosen similar as that described in [29],

$$d_i = a_i + (1 + \beta) \times e_i^\text{max}, \quad (17)$$

where $e_i^\text{max}$ is the maximal execution time computed below:

$$e_i^\text{max} = \max(e_i(V_j)). \quad (18)$$

(4) The arrival rate of tasks abides Poisson distribution. $intervalTime$ is a random positive real number to represent the timing interval between two consecutive tasks.

Table 3 summarizes the values of parameters used to simulate heterogeneous computing nodes and real-time tasks submitted to heterogeneous clusters. The task size parameter in Table 3 is measured in term of the sum of CPU instructions using the execution-time estimation techniques mentioned in Section 3.2.

The energy consumption of each computing node can be easily measured in our simulation studies. For example, assume parameter minMIPS is [2000, 6000], maxMIPS is [8000, 12000], taskSize is [10, 60], $\alpha$ is 1, node number is 64, and task number is 2048, then, based on the operating points in Table 2, we can calculate the normalized energy consumption of the ith task on jth node at 1.2 V as follows:

$$en_i(t_i) = 1 \cdot 1.4 \cdot 1.2^2 \cdot (10 + (60 - 10/2048 \cdot i) \cdot 10^3/(5000 + (9000 - 5000)/64 \cdot j))$$

As such, we can obtain the energy consumption of the ith task on the jth node at other voltages. It is worth noting that the arrival sequences of tasks are random in our simulations.

A basic yet important rule used in our simulations is "Once Tuning One Parameter (OTOP)", which has been widely applied in many simulation experiments reported in the literature [20,29,44,40,14]. In each experiment, we change a single parameter while keeping the other parameters fixed. Tuning one parameter at a time allows us to clearly observe impacts of the parameter on performance and energy efficiency of clusters.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Voltage (V)</th>
<th>Average MIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.9</td>
<td>4000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>5000</td>
</tr>
<tr>
<td>1.2</td>
<td>1.1</td>
<td>6000</td>
</tr>
<tr>
<td>1.4</td>
<td>1.2</td>
<td>7000</td>
</tr>
<tr>
<td>1.6</td>
<td>1.3</td>
<td>8000</td>
</tr>
<tr>
<td>1.8</td>
<td>1.4</td>
<td>9000</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
<td>10000</td>
</tr>
</tbody>
</table>

Table 2: Frequencies and voltages of simulated nodes in a cluster. The values are obtained by testing Athlon-64 machines.
Table 3
The values of parameters used to simulate heterogeneous computing nodes and real-time tasks submitted to heterogeneous clusters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (fixed)</th>
<th>Value (varied)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node number</td>
<td>(64)–(8, 16, 32, 64, 96, 128)</td>
<td></td>
</tr>
<tr>
<td>Task number</td>
<td>(2048)</td>
<td></td>
</tr>
<tr>
<td>minMIPS (MIPS)</td>
<td>([2000, 6000])–([3000, 5000]), ([2000, 6000]), ([1000, 7000])</td>
<td></td>
</tr>
<tr>
<td>maxMIPS (MIPS)</td>
<td>([8000, 12000])–([9000, 11000]), ([8000, 12000]), ([7000, 13000])</td>
<td></td>
</tr>
<tr>
<td>intervalTime (s)</td>
<td>(0.7)–(0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5)</td>
<td></td>
</tr>
<tr>
<td>taskSize (Gi)</td>
<td>([10, 60])–([0.5, 10], [10, 60], [60, 100])</td>
<td></td>
</tr>
<tr>
<td>TBase (s)</td>
<td>(2.0)–(1.1, 1.5, 2.0, 2.5, 3.0, 3.5)</td>
<td></td>
</tr>
</tbody>
</table>

5.2. Scalability

In this experiment, let us study the scalability of our AEES strategy. The node number varies from 8 to 128. Fig. 3 shows the performances of MEG, MELV, MEHV, and AEES in terms of guarantee ratio, energy consumption, and CPU utilization.

We observe from Fig. 3(a) that MEHV always has higher guarantee ratio than those of the other schemes, because MEHV sets the voltage to the highest level all the time making tasks have less execution times and earlier start times. As a result, MEHV decreases the probability of missing deadlines. In contrast, MELV always keeps the lowest voltage level resulting in the lowest guarantee ratio. Besides, Fig. 3(a) shows that the guarantee ratio of AEES is higher than that of MEG. This result can be attributed to the fact that when the guarantee ratio does not achieve 100% reflecting heavy system workload, schedulability becomes the main objective of AEES, meaning that AEES strives to increase the voltage levels for waiting tasks in local queues. MEG simply increases the voltage level for the newly arrived tasks under heavy workload conditions, ignoring the waiting tasks in the local queues.

Although MEHV has the highest guarantee ratio (see Fig. 3(a) and (b)), MEHV's energy efficiency is the lowest regardless of the cluster's workload. MELV makes the cluster very energy efficient because of the lowest voltage levels. Both algorithms lack adaptivity, because neither MEHV nor MELV can adjust voltages according to the system load. Interestingly, Fig. 3(b) shows that the total energy consumption of the cluster when AEES is employed increases if the number of computing node is less than 32. The reason is that when the system is overloaded, AEES improves the schedulability by increasing voltages. When the number of nodes is larger than 32, AEES is able to efficiently enhance the energy efficiency of the cluster while yielding a high guarantee ratio. Further, we observe that when the number of nodes is larger than 96, the total energy consumption of the AEES-enabled cluster increases again. This is because when the number of nodes is further increased in the cluster, most of the computing nodes will be sitting idle. Many idle computing nodes can lead to an increased idle energy consumption even when most of the nodes run in the lowest voltage levels. Also, when the node number is less than 96, the energy consumption of the cluster powered by AEES is more than that of the same cluster supported by MEG. This is because when a real-time cluster is heavily loaded, our AEES firstly gives high priority to deal with schedulability at the cost of energy efficiency (see Fig. 3(a), AEES accepts more tasks than MEG does when the number of nodes is less than 96). Unfortunately, MEG is unable to offer high schedulability when the cluster's load is high.

Fig. 3(c) reveals that the energy consumption per task decreases first and then increases with the increase of the number of nodes. This is because when the number of nodes increases, the cluster's load becomes relatively light, which allows the tasks to be completed at lower voltage levels to conserve energy. On the other hand, when the number of nodes is large, a handful of computing nodes are sitting idle. Therefore, the energy consumption per task increases due to idle energy consumption caused by an increasing number of idle nodes. Fig. 3(c) shows that MEHV has the highest energy consumption per task; MELV has the least energy consumption per task. When the number of nodes is less than 96, a cluster under the AEES strategy consumes more energy than the same cluster under MEG. We attribute this trend to the fact that AEES adaptively adjusts voltage levels to improve schedulability when system load is heavy. When it comes to a large-scale cluster (e.g., the number of nodes is larger than 96), the energy efficiency of AEES is improved (i.e., AEES is as energy efficient as MEG). The experimental results demonstrate that AEES can...
adaptively decrease energy dissipation on heterogeneous clusters while achieving high schedulability.

Fig. 3(d) illustrates that AEES consistently outperforms the others in terms of the CPU utilization, meaning that AEES is able to efficiently utilize the CPU resources. MEHV has the worst CPU utilization, because MEHV uses the highest voltage yielding more idle time slots than the other schemes do. In contrast, AEES strives to lower voltage levels while guaranteeing tasks’ deadlines. Thus, tasks scheduled by AEES have longer execution time with higher CPU utilization.

In this experiment, we set the number of tasks is a constant while varying the number of computing nodes. This experiment is equivalent to an experiment where the number of tasks is varied with a fixed number of nodes. Due to the space limit, we do not show the impact of the number of tasks on performance and energy efficiency. It is intuitive to show that the number of tasks can affect energy efficiency, because increasing the number of tasks can increase energy consumed by the tasks.

5.3 Workload conditions

To examine the performance sensitivities of the four algorithms or strategies to the arrival rate of tasks, in this set of experiments, we vary the parameter intervalTime from 0.1 to 1.5 with increment of 0.1. Fig. 4 plots the performance of MEG, MELV, MEHV, and AEES.

Fig. 4(a) shows that when the parameter intervalTime is small, the high arrival rate makes a large number of tasks wait in the local queues. Thus, some late arriving tasks may miss their deadlines. With the increase of intervalTime, the number of tasks waiting in local queues decreases and tasks have earlier start times. Such light workload gives rise to a high guarantee ratio. Again, MEHV and MELV have the highest and lowest guarantee ratios, respectively. The guarantee ratio of AEES is higher than that of MEG. This result is consistent with that plotted in Fig. 3(a).

Fig. 4(b) reveals that the MEHV-enabled cluster consumes the most energy and the MELV-enabled cluster is the most energy efficient one. It should be noted that our AEES has unique features. For example, when the parameter intervalTime is less than 0.3 (i.e., the system is heavily loaded), AEES makes an effort to improve the schedulability of clusters by increasing voltage levels for waiting tasks in local queues, whereas MEHV has no intention to adjust the voltages for real-time tasks in the local queues. Therefore, compared with MEG, AEES causes clusters to consume more energy. When tasks arrive rate is low (i.e., light system load), AEES dynamically degrades the voltage supply to reduce energy consumption, thus, we find that AEES has similar energy consumption with MEG. The total energy caused by the AEES-enabled cluster increases again when intervalTime is larger than 0.9, because idle time is increasing when the workload becomes very light. An increasing idle time contributes the slightly increased energy consumption.

Fig. 4(c) shows that MEHV and MELV have the highest and lowest energy consumption per task. Again, we observe that AEES has good adaptivity in the sense that AEES trades low energy efficiency for high schedulability under heavy load. When the cluster’s load becomes lighter, AEES favors high energy efficiency against guarantee ratio. An interesting result plotted in Fig. 4(c) is that the four schemes lead to more energy consumption per task when the intervalTime is large enough. This is because with the increasing arrival rate, the cluster has longer active times. Thus, the total energy consumption increases. However, the accepted task number has little impact to make this phenomenon happen. AEES causes more energy than MEG when intervalTime is smaller than 0.9, which can be attributed to the high schedulability of AEES.

Fig. 4(d) shows that AEES has the best performance in terms of CPU utilization. This is especially true when task arrival rate is high. The results are consistent with those plotted in Fig. 3(d).

5.4 Deadlines

The goal of this experiment is to investigate the impacts of task deadlines on the performance of MEG, MELV, MEHV, and AEES. We vary the parameter $T_{Base}$ from 1.1 to 3.5. Fig. 5 plots performances of the four policies.

It is observed from Fig. 5(a) that with the increase of $T_{Base}$ (i.e., deadlines become looser), the guarantee ratios of MEG, MELV, MEHV, and AEES increase accordingly. This trend is true because the time constraints are not very tight and tasks can be finished at later timing instants. In addition, we observe from Fig. 5(a) that MEHV and MELV have the highest guarantee ratio and lowest guarantee ratio, respectively. AEES’s guarantee ratio is higher than that of MEG. This result is consistent with the one observed from the previous experiments (see Figs 3(a) and 4(a)).

MEHV has the worst energy efficiency (see Fig. 5(b)), although MEHV’s guarantee ratio is the highest (see Fig. 5(a)). Basically, all the schemes keep the similar total energy consumption regardless of the change of task deadlines. The reason is that the total execution time is increased due to the long queues of nodes after the last task arrives, but the voltages are degraded because of looser deadlines. Therefore, the total energy consumption remains unchanged. In addition, we observe that unlike MEG, AEES always makes clusters consume more energy consumption. This observation is reasonable under high workload conditions, because AEES tries to accept more real-time tasks at the cost of energy.

Results plotted in Fig. 5(a) and (b) can be used to explain the trend observed in Fig. 5(c). The total energy consumption does not dramatically change, but the number of accepted tasks increases when the deadlines of tasks become looser. As a result, the energy consumption per task decreases accordingly.

Fig. 5(d) shows that AEES has the similar performance in terms of CPU utilization with MEG, and is better than MEHV and MELV. The results indicate that AEES can efficiently use the CPU resources in the cluster while making best trade-off between energy efficiency and schedulability.

5.5 Task size

We evaluate in this set of experiments the performance impact of task size. Three tested configurations of task size can be found in Table 3. We assume that the distribution of the size is a normal distribution. Fig. 6 shows the performances of MEG, MEHV, MELV, and AEES under small, middle, and large task sizes.

It is easy to conclude from Fig. 6(a) that when the task size is small, all the tested strategies have the 100% guarantee ratios due to short execution times. When it comes to median and large tasks, MEHV always offers the highest guarantee ratio; MELV’s guarantee ratio is lowest. This is because MEHV and MELV are static algorithm; therefore, they cannot adjust voltages according to the cluster’s load. AEES has higher guarantee ratio than MEG, because when the cluster is heavily loaded, AEES can improve the schedulability at the cost of energy efficiency.

Fig. 6(b) illustrates the cluster’s total energy consumption when the task size is small. Under this light workload, MELV, MEG, and AEES have similar energy efficiency except MEHV. This means that AEES can conserve energy at light system load. However, when the tasks have medium or large size (i.e., heavy system load), AEES increases energy consumption to improve system schedulability. Although MEG makes clusters consume less energy than AEES does when task sizes are medium or large, MEG’s schedulability is obviously inferior to that of AEES.

Energy consumption per task shown in Fig. 6(c) proves that the adaptivity of AEES is high. These results are consistent with the ones plotted in Figs. 4(c) and 5(c).

Fig. 6(d) proves that AEES has better CPU utilization than all the other scheduling strategies, indicating AEES outperforms the alternative solutions regardless of task size.
5.6. Heterogeneity levels

In this experiment, let us investigate the impact of node heterogeneity on the cluster performance. Specifically, we evaluate three node heterogeneity degrees: small heterogeneity, middle heterogeneity, and large heterogeneity. Fig. 7 depicts the performances of MEG, MELV, MEHV, and AEES under three different heterogeneity levels.

Fig. 7(a) shows that the guarantee ratios of all the evaluated strategies are slightly enhanced with the increasing heterogeneity level. This can be attributed to the fact that the increased tasks accepted by nodes whose processing power increased exceed the decreased tasks accepted by nodes whose processing power decreased. Moreover, we realize that our AEES always has higher guarantee ratio than the other schemes except MEHV regardless of the heterogeneity level. This is because AEES can adjust the voltages of the new tasks as well as waiting tasks to improve...
schedulability, whereas MEHV holds the highest guarantee ratio by consuming the most energy without any adaptivity.

Fig. 7(b) indicates that when the heterogeneity level is small, AEES leads to more total energy consumption in the cluster than MELV and MEG do. A low heterogeneity level means low processing performance and; thus, AEES strives to increase energy consumption to improve schedulability. However, when the heterogeneity level becomes high, the cluster has higher processing capability, AEES is able to reduce energy consumption as much as possible. Therefore, we can observe that the performance difference among AEES, MEG and MELV becomes smaller than that under low heterogeneity level. Additionally, MEG has better energy efficiency than AEES, but AEES offers high schedulability under heavy workload.

Fig. 7(c) shows when the cluster has lower processing power, AEES treats the schedulability as the primary scheduling goal. Thus, the energy consumption per task of AEES is the highest. However, when the processing power becomes high, AEES can efficiently
decrease energy consumption to achieve the best energy efficiency compared with the other three schemes. Fig. 7(d) shows that AEES has the best performance in terms of CPU utilization. The implication behind these results is that AEES can demonstrate its strength in heterogeneous clusters where its node heterogeneity varies.

6. Conclusions and future work

We presented in this paper a novel adaptive scheduling strategy or AEES for aperiodic, independent real-time tasks on DVSeable heterogeneous clusters. AEES seamlessly integrates two algorithms—EEGS and LVA. EEGS is implemented in the scheduler that is able to adaptively adjust voltages according to system load to guarantee deadlines of all waiting tasks in local queues. LVA, implemented in the local adjuster, can decrease voltage levels of waiting tasks to conserve energy when a task is scheduled and dispatched to a computing node. With EEGS and LVA in place, AEES efficiently improves the adaptivity and schedulability of real-time heterogeneous clusters. The extensive simulation studies using practical system parameters show that AEES is an excellent energy-efficient scheduling strategy designed for DVSeable heterogeneous clusters in dynamic environments.

The AEES algorithm and our simulation studies are the first step toward the development of energy-efficient real-time scheduling mechanisms for heterogeneous clusters. In one of our future studies, we plan to develop a prototype using a real-world heterogeneous cluster to test the effectiveness of our proposed energy-efficient scheduling algorithm.

With the prototype system in place, we will address the following five issues in our future studies: First, we will extend our AEES strategy to deal with other computing resources in addition to CPU. Other resources to be considered include memory, network bandwidth, and data storage systems. Second, we will implement a new scheduling mechanism in which communication and dispatching times are taken into account. Third, we plan to investigate energy-efficient and fault-tolerant scheduling schemes for real-time heterogeneous clusters. Fourth, we will consider a way of scheduling real-time tasks in a batch manner. Last, we will integrate the Ant Colony algorithm and the Particle Swarm algorithm with our AEES algorithm to further optimize our scheduling objectives.
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