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etc. Among these PUFs, the SRAM PUF is a popular one 
because SRAM is a standard component in most electronic 
devices. Also when an SRAM cell is turned on without a 
reset, it may be biased toward 0 or 1 based on its manufac-
turing process variation and operating environment. Such 
randomness makes SRAM PUF suitable for cryptographic 
applications.

Previous SRAM PUFs rely only on strongly stable bits 
that always bias in one direction to generate a reliable PUF 
response. However even if only strongly stable bits are 
taken, the stability of SRAM PUF still needs to be con-
cerned, and some mechanisms to guarantee the reliability 
of PUF have been employed. One popular approach is to 
employ some Error Correction Code (ECC) logic [8, 9]. 
This requires the extra areas to implement the ECC logic, 
increasing the cost. Approaches attempting to reduce the 
ECC cost by modifying the SRAM structure have been 
proposed [10–12]. These approaches add some latches or 
buffers to the SRAM to enhance reliability and unique-
ness. Other approaches emphasize bit selection methods to 
enhance reliability without modifying the SRAM structure. 
Some of them use Temporal Majority Voting (TMV) to 
improve the stability of PUF response [10, 13]. The basic 
principle is to repetitively test the PUF using the same chal-
lenge and take the majority value of the response as the final 

1  Introduction

A physical unclonable function (PUF) of a chip is a unique 
physical feature of the chip due to the unique physical varia-
tions that occur naturally during manufacturing. PUFs are 
typically used in cryptography applications such as data 
encryption/decryption, ID identification, device authen-
tication, etc. Many PUF designs have been proposed and 
implemented in recent years, including Ring-Oscillator 
PUF [1–3], Arbiter PUF [3, 4], Optical PUF [3], Coating 
PUF [5], SRAM PUF [3], Butterfly PUF [6], XOR-based 
reconfigurable PUF [2], One-Time-Programming PUF [7], 
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output. It usually conducts a large number of tests to get a 
highly reliable response. In [14], a selection method based 
on neighborhood analysis to select highly reliable bits to 
reduce ECC cost is proposed. The work in [15] makes use 
of the data remanence effect to select the highly stable bits. 
However the selection methods above generally require a 
large SRAM area to get enough reliable PUF bits. In [16] a 
selection method called the Maximum Trip Supply Voltage 
(MTSV) method is proposed to identify and rank the most 
reliable cells. In [17] another selection process is proposed, 
which first identified potentially reliable bits uses a quick 
and slow power-on ramp rates, and then uses data retention 
tests to rank the most reliable bits. It is shown that the bit 
utilization rate can be significantly improved with these two 
methods.

One problem with most of the current PUFs is that there 
exist several methods to attack PUF design, including mod-
eling attack [18], side-channel attack [19], and PUF clone 
attack [20]. These methods attempt to get the challenge-
response pairs (CRPs) of PUFs. For an SRAM PUF, it is 
hard to implement a modeling attack such as a machine 
learning attack since SRAM PUF has plenty of indepen-
dent bits of information, and no model to correlate these 
bits exists. As for the side-channel attack, it might get some 
SRAM information by the power, timing, photon emission, 
etc. It usually combines with other approaches to get the 
correct PUF response. The PUF clone attack attempts to 
make an SRAM core or chip that has the same CRPs as 
the SRAM to be cloned. In [20] it is shown to be feasible 
by first performing Photon Emission Analysis (PEA) to 
observe the stable states of SRAM cells and then conducting 
Focused Ion Beam (FIB) circuit edit to produce the same 
PUF response in a new SRAM.

In this work, we propose two methods that utilize not 
only the stable bits but also some unstable bits for the 
SRAM PUF. The bit usage rate can also be significantly 
increased. We classify a PUF bit as a “stable” bit if it always 
has the same value among multiple (at least two) readouts. 
Otherwise, it is classified as an “unstable” bit. We also use 
the terms “reliable” and “unreliable” to further describe the 
PUF bits with the strong or weak tendency to have the same 
behavior. As in our first proposed method (see Sect. 4.1), if 
for a PUF bit, both logic 0 and 1 appear at least three times 
in the 16 readouts, the PUF bit is defined as a “reliable” 
unstable bit. If there is only one or two logic 0 or 1, it is 
defined as an “unreliable” unstable bit because of its weak 
tendency to act as an unstable bit. Note that there are only 
“reliable” stable bits but no “unreliable” stable bits because 
the stable bit always has a strong tendency to bias toward a 
certain value.

In the literature, several works are related to unstable bits 
[21–24]. These works usually employed ternary logic (0, 1, 

and X) to represent the state of each SRAM cell, includ-
ing the unstable bits. The work by Cambou and Orlowski 
[21] and the follow-up works [22, 23] use ternary logic to 
record those unstable bits in a third state “X” during the 
enrollment process such that once a bit is recorded as an 
unstable bit, it will no longer be considered a PUF bit and 
can be skipped in the following enrollment process. There-
fore the unstable bits are not used as PUF bits. In our work 
we do employ some “reliable” unstable bits as PUF bits, and 
hence can greatly increase the bit usage rates, resulting in a 
much smaller SRAM needed for the same required number 
of PUF bits.

In [24] Yamamoto et al. did propose using both stable 
and unstable bits in an RS-latch-based PUF. This method 
uses ternary logic “11”, “00”, and “10” to represent a stable 
1, stable 0, and unstable bit, respectively. Each RS-latch is 
read out multiple times, and an (RS-latch) bit is classified as 
unstable if both 1 and 0 appear at least once in its readouts. 
This may have the following problem. If “1” (“0”) appears 
only once in the multiple reads of a latch, say 1 out of 100 
readouts, then it is quite possible that all “0” (“1”) will be 
read out next time since the latch strongly biases to “0” (“1”). 
Such a bit will be unreliable, and hence the reliability of the 
PUF may be low. In our work we use a strict enrollment 
procedure to screen out those “unreliable” unstable bits and 
ensure that all adopted unstable bits are “truly unstable” in 
all cases. In other words, we will classify all unstable bits 
into “reliable” unstable bits and “unreliable” unstable bits in 
the enrollment procedure and use only the “reliable” ones 
as the PUF bits. Also, we do not use ternary logic; we have 
developed a novel method that uses the commonly-used 
binary logic to represent each PUF bit. Hence the storage to 
store the PUF information is smaller.

The two methods proposed in this paper can also resist 
the PUF clone attack since cloning unstable bits is almost 
impossible using the above-mentioned clone techniques 
[20]. In fact, to the best of our knowledge, no method can 
make a “truly” unstable SRAM bit. We will also show that 
high reliability can be achieved with our method even if 
unstable bits are used. The primary contributions of this 
work can be summarized as follows.

1)	 We conduct extensive experiments to analyze the 
impact of various voltages, temperatures, and the data 
remanence effect on the SRAM bits to explore the char-
acteristics of stable and unstable bits of SRAM.

2)	 We present two methods to extract not only the stable 
bits but also the “reliable” unstable bits from SRAM 
ICs under various temperatures and voltages.

3)	 We utilize not only the unstable bits that are unstable in 
all conditions but also the unstable bits that are unstable 
only in some conditions as our PUF bits.
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4)	 Our experiment results show that both of our methods 
can maintain the high reliability and uniqueness of 
PUFs by using much smaller numbers of SRAM bits.

5)	 Clonability analysis shows that these two methods make 
the PUF clone attack infeasible as it is very difficult to 
reproduce unstable bits.

Compared to our preliminary work in [25], in this paper 
we not only present a new (second) method that has better 
reliability but also provide much more analysis and experi-
mental results, including the clonability analysis, extensive 
experiments, and comprehensive comparison with previous 
work. The remainder of this paper is organized as follows. 
Section  2 provides some background information on this 
work. Section  3 analyzes the SRAM power-up behavior 
based on some experiments. Section 4 presents the two pro-
posed SRAM PUF methods. Experimental results are given 
in Sect. 5. Section 6 provides the clonability analysis of our 
proposed methods. The comparisons with previous meth-
ods are shown in Sect. 7. Finally, we conclude this paper in 
Sect. 8.

2  Background

2.1  SRAM and SRAM PUF

In this work, we use the standard 6T SRAM, in which every 
cell is composed of six transistors, including two access 
transistors and four transistors in two cross-coupled invert-
ers, as shown in Fig. 1. Each cell stores a single bit of infor-
mation. The inverters ideally are designed to be symmetric 
and to match in size. However random variations that occur 
during manufacturing will cause a mismatch between the 

inverter pair. The mismatch makes the power-up state of the 
SRAM cell bias toward zero or one.

The threshold voltage mismatch between transistors M1 
and M3 determines the power-up state of an SRAM cell. 
If the variation causes Vth,M1 slightly larger (smaller) than 
Vth,M3, then M1 will start conducting slower (faster) than 
M3, causing A to logic low (high), and the power-up state 
of the cell is A = 0 (1). The larger the mismatch between the 
two transistors is, the more stable the power-up value of a 
cell will be.

To use the SRAM PUF in the field, the addresses of 
selected SRAM cells need to be provided as the challenge 
to the SRAM, and the power-up values of the selected 
SRAM cells will be read out and taken as the responses. 
However the response of the SRAM PUF under the same 
input addresses may not always be the same. It is impacted 
not only by process variations but also by environmental 
variations, including voltage supply, operating temperature, 
aging effects, etc. These factors may cause cells to start up 
in a different state leading to unexpected PUF responses. 
Based on the skew values of the SRAM cells, they can be 
classified as partially-skewed, fully-skewed, and neutral 
cells, as described by a probability distribution function 
shown in Fig.  2. The fully-skewed cells are more stable, 
whereas the partially-skewed and non-skewed cells are 
unstable. Traditionally only fully-skewed SRAM cells that 
are stable in all conditions are selected as PUF cells, and 
hence the percentage of available cells is small.

2.2  PUF Quality

Two primary metrics for PUF quality have been used. One is 
Uniqueness which indicates whether the responses resulting 
from applying the same challenge to different PUF instances 
are different or not. Inter-Hamming distance (Inter-HD) is 
commonly used to show the degree of Uniqueness, where 
the Hamming distance of two words with equal length is the 
number of positions at which the corresponding symbols are 
different. Let Ri  and Rj  (i �= j ) be the n-bit responses of 

Fig. 2  The influence of process variation and noise on the cell’s skew 
[14]

 

Fig. 1  The structure of an SRAM cell
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2.4  PUF Clone Attack

Recently a PUF clone attack method has been presented and 
realized [20]. This is a big challenge for PUF designers as 
the attackers can successfully produce a second IC instance 
that has the same PUF response as a legal IC. The PUF 
clone attack uses the Photon Emission Analysis (PEA) to 
analyze the start-up behaviors of the SRAM and then goes 
through the Focused Ion Beam (FIB) circuit edit to make 
a second instance. The process will first remove the pack-
age and conduct Near-Infrared photon emission (NIR) in a 
nominal condition to get the start-up image of the SRAM, 
which can be used to determine whether the bit is skewed to 
0 or 1. When the amplifier reads the SRAM, some carriers 
must undergo many cycles to characterize the cells to get an 
acceptable image from the emitted light. The photon image 
of stable bits will be much clearer than the unstable bits, 
and hence one can find out the locations of stable bits and 
perform FIBCE to clone the chip.

There are two ways of FIBCE for modifying the start-up 
behavior of SRAM. One is to remove individual transistors 
completely, but this will yield a cell incapable of storing 
data. The other is to trim the transistors individually to alter 
their dynamic performance and leakage. It can retain the 
full functionality of the SRAM. Based on the photon image 
from the NIR, methods to make the second instance with the 
same start-up behavior of stable bits as the attacked SRAM 
have been identified [20]. Obviously, it is possible to clone 
a stable bit since its power-up value will always be 1 or 0. 
However it would be very difficult to reproduce the behav-
ior of an unstable bit.

3  SRAM Experiments and Observations

In this section, we will do two sets of experiments to explore 
the SRAM power-up behavior. These experiments are per-
formed on a Mega 2560 board with a 1 M-bit off-the-shelf 
SRAM from Microchip Technology.

3.1  16-Times Power-Up Test

We read the power-up values of each SRAM bit 16 times for 
each test condition. If one SRAM cell’s power-up values are 
all one or all zero, it will be considered stable. The bits that 
cannot satisfy this constraint are considered unstable bits.

Figure 3 shows the impacts of various temperatures at a 
nominal voltage. Figure  4 shows the influence of various 
voltages at a nominal temperature. Although over 30% of 
bits are stable for all temperatures at nominal voltage and 
over 30% of bits are stable bits for all voltages at nominal 
temperature, we found that there are only 8–10% bits that 

chip i  and chip j , respectively, for some challenge C. The 
average inter-HD among K chips is defined as follows [26]:

	
inter − HD =

2
K (K − 1)

∑K−1

i=1

∑K

j=i+1

HD (Ri, Rj)
n

× 100%� (1)

Ideally, Inter-HD should be 50%, which means that if dif-
ferent chips are applied with the same challenge, their 
responses should have a 50% difference.

Another metric is Reliability which indicates whether the 
responses resulting from applying the same challenge to the 
same PUF instance are always identical or not. Intra-Ham-
ming distance (Intra-HD) [26] is usually used to show the 
degree of Reliability. Let Ri  be the n-bit response extracted 
from chip i  at the nominal condition and R′

i  be the n-bit 
response of chip i  extracted at some specific operating con-
dition. We can collect m samples of R′

i , denoted as R′i,t
,t = 1, . . . , m , by applying the challenge C to the same 
chip m times at different operating conditions. For chip i , 
its average intra-HD is calculated as follows:

	
intra − HD =

1
m

∑m

t=1

HD(Ri, R′i,t)
n

× 100%� (2)

We then define the Reliability of a PUF as follows [26]:

	 Reliability = 100% − intra -HD� (3)

Ideally, intra-HD should be 0%. It means that if the same 
chip is applied with the same challenge, its response should 
always be the same in any condition.

2.3  Data Remanence in SRAM

Since SRAM is volatile, the data stored in SRAM will lose 
when it is powered off. However the contents of an unpow-
ered SRAM chip will not disappear immediately; the decay 
process may take several seconds. Thus, if we power on an 
SRAM chip after powering it off for a short period, some 
cells will retain their previously stored data after the chip 
is powered on. This phenomenon is called “data rema-
nence” [15, 27–29], and it is caused by various physical 
effects, such as carrier transport processes, ionic contamina-
tion, and hot carries. It was found in [15] that some bits are 
strongly biased to some logic values and thus can resist the 
data remanence effect. Their power-up values will not be 
influenced by previously stored data. In [15] these bits are 
selected as the PUF bits, which can maintain high reliability 
in various conditions.
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3.2  Data Remanence Test

In this test, we aim to analyze the data remanence behavior 
of SRAM. The test procedure we used is similar to that used 
in [15]. This experiment is conducted by changing the tem-
peratures from 10 to 100 °C with the power-off time set at 
200 ms and power supply voltage set at 5 V.

As Fig. 5 shows, we power on the SRAM, reset all cells 
to 1, and power off the SRAM. After powering off the 
SRAM for 200 ms, we power on the SRAM and read out all 
the power-up values which are marked as the first-time val-
ues. Then we will reset all bits of the SRAM to 0 and do the 
same procedure. We read out all the values again, marked as 
the second-time values. We compare the two values of each 
bit. If they are the same, it means that this bit is strongly 
biased in one direction. We then marked it as a stable bit. 
Otherwise, it will be marked as an unstable bit, even if its 
first-time value and second-time value are all opposite to 
the reset value. The experiment result shows that the data 
remanence effect will heavily impact the power-up values 
of the SRAM at low temperatures and less impact at high 
temperatures, as shown in Table  1. The number of stable 
bits is much smaller at low temperatures, whereas that of the 
unstable bits is much smaller at high temperatures.

Next, we analyze the data remanence effect on the SRAM 
under various power-off times from 100 ms to 900 ms at 
nominal voltage and temperature 10 °C (see Table 2). When 
the power-off time is small than 200 ms, there is no stable 

are stable for all conditions, implying that if all application 
situations need to be considered, only 8–10% of memory 
bits can be used.

Table 1  Numbers of stable/unstable bits across temperatures with a 
200 ms power-off time
T(°C) Stable bits (%) Unsta-

ble 
bits 
(%)

10 0 100
15 9.34×10−3 99.99
20 2.86×10−2 99.97
25 3.17 96.83
50 81.06 18.94
80 92.51 7.49
100 93.1 6.9

Table 2  SRAM bits across various power-off times at 10 °C
Time (ms) Stable bits (%) Unstable bits (%)
200 0 100
300 ~ 0 ~ 100
400 4.29×10−3 99.99
500 5.15×10−2 99.95
600 0.5 99.5
700 4.67 95.33
800 6.31 93.69
900 12.43 87.57

Fig. 5  The preliminary experiment flow [15]

 

Fig. 4  SRAM bits across voltages at nominal temperature

 

Fig. 3  SRAM bits across temperatures at nominal voltage
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4  Proposed Methods

In this work, we propose two methods to use unstable bits in 
addition to stable bits as SRAM PUF bits. These two meth-
ods can increase the SRAM bit usage rate and resist the PUF 
clone attack. Furthermore, they do not need to modify the 
SRAM structure, so they can be readily applied to exist-
ing systems. Even though our proposed SRAM PUFs use 
unstable bits as PUF bits, they can achieve high reliability 
and maintain enough uniqueness.

4.1  16-Power-On Method

The first method “16-Power-on” is described as follows. We 
power on SRAM 16 times and compare all their power-up 
values. During the enrollment phase, if the values of a cell 
are all 1’s or all 0’s in the 16 readouts for each condition, 
the cell will be considered a reliable stable bit. On the other 
hand, if for a cell both logic 0 and 1 appear at least three 
times in the 16 readouts for each condition, it will be consid-
ered a “reliable” unstable bit. In the reconstruction phase, if 
the values of a cell are all 1’s or all 0’s, its response will be 
set to 1. Otherwise, its response will be set to 0. The times 
of power-on of SRAM in our method are referred to [10] 
and [11] in which 15 times of power-on-off are employed. 
We use 16 because it is the power of 2 that is closest to 15, 
and our experiments also show that this is a number that will 
give us good reliability without spending too much time.

Note that both the enrollment and reconstruction pro-
cesses can be implemented by software running on an 
on-chip processor or by dedicated hardware. If an on-chip 
processor can be used, then no additional control or pro-
cessing logic is needed. For the hardware implementation 
we would need a controller and some logic gates to process 
the data, as can be seen in enrollment and reconstruction 
processes to be described in this section later.

Refer to Fig. 7 which shows how we select reliable stable 
bits and reliable unstable bits in the enrollment phase. From 
Figs. 3 and 4, we have shown that the number of unstable 
bits tends to be smaller at high temperature and high volt-
age, whereas the number of stable bits tends to be smaller at 
low temperature and low voltage. Therefore, we will first go 
through the 16-times power-up tests at high temperature and 
high voltage to select candidate unstable bits. Then we will 
select candidate stable bits at low temperature and low volt-
age by going through the 16-times power-up test. By this 
procedure, we can screen out a large number of unreliable 
bits (either stable or unstable). Next, we will go through 
various temperatures at the nominal voltage to further dis-
card those unreliable bits to enhance the reliability of the 
selected bits. In this step, we will go through the 16-times 
power-up test just once in each condition. Finally, we store 

bit. When the power-off time is 900 ms, we can get nearly 
12.43% stable bits from SRAM. Therefore, if we want to 
get stable bits to produce enough PUF key bits at low tem-
peratures, we need to choose an appropriate power-off time.

Additionally, we observed the data remanence effect on 
the SRAM under various voltages. The experiments were 
conducted with various voltages from 4.5 to 5 V, and the 
results are shown in Fig. 6. We found that the stable bit trend 
is different between low and high temperatures. Thus we 
show the variation at temperatures 10 and 80  °C to dem-
onstrate the two different trends. The results reveal that at 
low temperatures, stable bits increase as voltage decreases, 
whereas at high temperatures stable bits decrease as voltage 
decreases.

This section uses two kinds of tests to classify the stable 
and unstable bits. The accuracy of this classification can be 
seen from two aspects. The first is the consistency of the 
classification between the tests and the enrollment (selec-
tion) procedures of our two proposed methods. Our experi-
ments show that the bits classified by these two tests have 
almost perfect consistency with the bits selected by the two 
proposed methods. The second one is the error rates of the 
cells selected by the two proposed methods. The average 
error rates from the experimental data show a high level of 
accuracy in the classification under various voltage/temper-
ature conditions. Thus the accuracy of the classification here 
ensures that the numbers of stable and unstable bits under 
various conditions can be accurately obtained. These num-
bers can then be used to determine the “worst” cases in our 
methods, i.e., the minimum numbers of stable and unstable 
bits that can be obtained. These minimum numbers will be 
used in the enrollment procedure to ensure high reliability 
of the stable and unstable bits under all conditions.

Fig. 6  Stable SRAM bits across voltages at 10 and 80 °C
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PUF challenge into nonvolatile memory (NVM) and com-
plete the enrollment procedure.

In the reconstruction phase, each PUF bit determined in 
the enrollment phase will be read out 16 times. If all 1’s or 
all 0’s appear for a PUF bit, then the bit is a stable one; oth-
erwise it is an unstable one. This procedure is demonstrated 
in Figs.  8 and 9 and described below. The SRAM PUF 
is first powered on, and the controller will use the stored 
challenge to read out the first-time power-up values of the 
selected SRAM bits. The first-time power-up values will 
be saved into another SRAM (functional SRAM). Then the 
SRAM PUF will be powered on again, and the second-time 
power-up values will be read out. The second-time power-
up values will be compared to the first-time power-up values 
stored in functional SRAM bit-by-bit using XNOR gates. If 
two bits are the same, the compared result will be one; else 
the result will be zero. The results will be compared with 
the values in a register using AND gates. The values of the 
register are initially set to all 1’s in the first-time power-up. 
If the AND output value is 0, it means that the cell’s first-
time power-up value and second-time power-up value are 
different. If the output value is 1, it means these two values 
are the same. The AND output values will then be used to 
update the register. After that, the SRAM PUF is powered 
on again, and the same process is executed. We will do the the addresses of all selected (stable and unstable) bits as the 

Table 3  SRAM Bits across various power-off times at 10 °C
Time (ms) SS0, SS1(%) RD0, RD1(%)
200 0 100
300 ~ 0 ~ 100
400 2.29×10−3 99.99
500 2.65×10−2 99.97
600 0.3 99.7
700 3.23 96.77
800 4.01 95.99
900 10.23 89.77

Table 4  SRAM bits across temperatures with a 700 ms power-off time 
at 5 V
T(°C) SS0, SS1(%) RD0, RD1(%)
10 3.23 96.77
25 49.52 50.48
50 52.59 47.41
80 54.3 45.7
100 54.5 45.5

Table 5  SRAM bits across voltages with a 700 ms power-off time at 
10 °C
Voltage (V) SS0, SS1(%) RD0, RD1(%)
5 3.23 96.77
4.9 5.14 94.86
4.8 6.76 93.23
4.7 9.38 90.62
4.6 13.64 86.36
4.5 15.25 84.75

Table 6  SRAM bits across voltages with a 700 ms power-off time at 
80 °C
Voltage(V) SS0, SS1(%) RD0, RD1(%)
5 54.3 45.7
4.9 52.14 47.86
4.8 50.1 49.9
4.7 49.43 50.57
4.6 47.92 52.08
4.5 46.02 53.98

Fig. 9  “16-Power-On” Reconstruction example

 

Fig. 8  “16-Power-On” Reconstruction flow

 

Fig. 7  “16-Power-On” Enrollment flow
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the data remanence effect, and lots of unstable bits are stable 
in some conditions but unstable in other conditions. So, we 
propose a new method that reuses some of these unstable 
bits as PUF bits. We will first describe the basic operation 
of our PUF, from which we can classify those “reliable” 
SRAM bits into two categories. The enrollment and recon-
struction procedures will then be described.

The basic operation of our PUF is that the controller will 
firstly power on the SRAM and reset half of the SRAM bits 
to 1 and the others to 0. Then SRAM will be powered off for 
a short period and then powered on. After powering on the 
SRAM again, we will read the power-up value of each cell 
to determine whether it will be used as a PUF bit or not, as 
described next.

Based on the results of the above operation, the SRAM 
bits can be classified into two categories depending on 
whether their power-up values after reset are the same as 
their reset values or not. We call the bits that have the same 
values as their reset values the Reset Dominated bits (RDs). 
The other bits are called Strong stable bits (SSs) since they 
can resist the data remanence effect and are strongly biased 
in one direction. If one bit is reset to 1 and its power-up 
value is also 1, it will be called a Reset-Dominated-at-1 bit 
(RD1). Similarly RD0, SS1, and SS0 can be defined. Notice 
that RDs contain not only unstable bits but also stable bits. 
Unstable bits of RDs are originally weak biased to 1 or 0, 
but they become stable at 1 or 0 under the data remanence 
effect. Stable bits of RDs might originally strong bias to the 
reset value, so their power-up values are the same as the 
reset value. As for the SSs, they only contain the stable bits 
because they can resist the data remanence effect and retain 
their original power-up value. We will use “Reliable” RDs 
and “Reliable” SSs as PUF bits. “Reliable” means these 
bits act with the same behavior in all conditions. Our PUF 
response indeed includes both stable bits and unstable bits. 
To reduce the cost of finding “Reliable” SSs and “Reliable” 
RDs, we did some experiments to observe the variation of 
SSs and RDs and found out some specific conditions to help 
us quickly select our PUF bits.

Table 3 shows the impact of various power-off times at 
10  °C. It infers that the SSs increase when the power-off 
time increases. Table 4 displays the temperature influence 
on RDs and SSs at a fixed power-off time. It demonstrates 
that the data remanence effect plays a more important role 
in SRAM at low temperatures. Tables 5 and 6 exhibit the 
impact of various voltages under the low temperature and 
the high temperature, respectively. From these experimental 
results it can be concluded that the number of RDs decreases 
when the temperature and power-off time increase. The 
SSs contrast with the RDs. The number of SSs increases 
with the decreasing voltage at low temperatures, whereas 

comparison 15 times, i.e., read out the PUF bits 16 times, to 
obtain the final responses in the register. If the final value of 
a bit in the register is one, it means that the cell is a stable 
bit. Otherwise it is an unstable bit.

This method requires 16 times of power-up processes 
to generate the response, uses extra SRAM to record the 
power-up pattern, and needs some logic gates for the bit 
comparison. We can use functional SRAM in the system 
as the extra SRAM. Thus, our proposed method only needs 
some extra bit comparison logic, and hence the area over-
head is small.

Note that for various PUF ICs, we sometimes cannot find 
enough reliable unstable SRAM cells under the parameter 
values adopted in the enrollment procedures here (i.e., the 
threshold of at least “3” times of 1’s and 0’s among the “16” 
readout values make the cell classified into a “reliable” 
unstable bit). It can be expected that if we decrease the 
threshold value under a fixed number of readouts, the num-
ber of selected unstable bits will increase but the reliability 
of these bits will decrease. On the other hand, if we increase 
the number of readouts with a fixed threshold, the reliability 
of the stable bits will increase with about the same num-
ber of stable bits. The number of selected unstable bits will 
increase but the reliability of these bits will decrease. There-
fore it is a tradeoff between the reliability and the number of 
selected bits. Thus if more bits are needed, a more complex 
error-correcting mechanism may be necessary to ensure 
enough overall reliability.

4.2  Remanence-Based Method

The “16-Power-On” method chooses the bits which are sta-
ble or unstable in all conditions. It screens out some unsta-
ble bits that may be unstable in some conditions and stable 
in other conditions. In the second method “Remanence-
Based”, we will also use some of these unstable bits as PUF 
bits. We use the data remanence effect to help us choose our 
PUF bits. Note again that in [15], the data remanence effect 
is used to select stable bits only, whereas, in our method, we 
use the effect to select not only stable bits but also unstable 
bits.

From Tables 1 and 2, the unstable bits at high tempera-
tures are relatively rare because of the weak data remanence 
effect. They are less than 10% at high temperatures but 
higher than 90% at low temperatures. If we only use the 
“reliable” unstable bits that are unstable in all conditions, 
the number of available “reliable” unstable bits might be 
less than 10%. To verify this, we do the same procedure as 
the data remanence tests in Sect. 3.2. The result shows that 
only 128 bits from 1 M bits are “reliable” unstable bits in 
all conditions on average. From this result, we can see that 
the “reliable” unstable bits are very rare in the SRAM under 
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and finally the locations of those reliable bits will be stored 
in NVM.

Refer to Figs. 12 and 13, which explain the reconstruc-
tion method of our SRAM PUF. In the first step, the SRAM 
PUF is first powered on, and the controller will reset half of 
the SRAM bits to 1 and the other half to 0. It then powers off 
the SRAM for a short period. Then the stored challenge will 
be applied to read out the power-up values of the previously 
determined PUF bits.

In this proposed method, we use the data remanence 
effect to employ the unstable bits as PUF bits. The RDs 
contain both stable bits and unstable bits, whereas SSs only 
contain stable bits. It can confuse the attacker who owns 
the skill of the PUF clone attack. Notice that “16-Power-
On” uses the unstable bits that are always unstable, whereas 
“Remanence-Based” uses the unstable bits that are not 
always unstable but may occasionally be unstable in some 
conditions. In the next section, we will show the experimen-
tal results of our two proposed methods.

the number of RDs increases with the decreasing voltage at 
high temperatures.

Based on our experimental results and observations, the 
process of enrollment phase will firstly undergo low tem-
perature, high voltage, and an appropriate power-off time 
to choose SSs. Then it will go through high temperature, 
high voltage to choose RDs with the same power-off time as 
choosing SSs. After that, it will go through various tempera-
tures at nominal voltage to further screen out the unreliable 
bits. Each bit whose power-up values are all the same under 
those conditions will be selected as a PUF bit. Finally, the 
addresses of these selected reliable SSs and RDs will be our 
PUF challenges.

Refer to Figs. 10 and 11. In the enrollment phase, after 
the controller powers on the SRAM, it will reset half of the 
SRAM cells to 1 and the others to 0. Then the SRAM will be 
quickly powered on after powering down for a short period. 
The power-up values of SRAM bits will be recorded. After 
that, we reset the SRAM, power it off for a short period, and 
power it on again. The power-up values will be compared 
with the previously recorded power-up values. If the power-
up value of one cell is different from the recorded value, it 
will be screened out. It will go through different conditions, 

Fig. 13  “Remanence-Based” Reconstruction example

 

Fig. 12  “Remanence-Based” Reconstruction flow

 

Fig. 11  “Remanence-Based” Enrollment example

 

Fig. 10  “Remanence-Based” Enrollment flow
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times. Table 7 shows the experimental results of the error 
rates of selected stable bits and unstable bits across various 
temperatures without the aging effect. We can see that the 

5  Measurement Results

This section shows measurement results under various envi-
ronments and aging conditions. Experiments are performed 
on a Mega 2560 board with a 1 M bits off-the-shelf SRAM 
chip from Microchip Technology inside a temperature-con-
trolled chamber. We tested each proposed method with 5 
off-the-shelf SRAM ICs.

For the first proposed method “16-Power-On”, we 
divided 1 M bits SRAM into multiple 1 K-bit components. 
We first evaluate the percentages of reliable stable bits and 
reliable unstable bits after we did our enrollment procedure. 
In Fig. 14, the result shows that the reliable stable bits in 
SRAM are 8–10% and that reliable unstable bits are 6–10%, 
totally in the range of 14–20%. Therefore, we can expect 
that each 1 K-bit PUF can produce a 128-bit reliable PUF 
response.

For the second proposed method, “Remanence-Based”, 
we divided 1 M bits SRAM into multiple PUFs. Each PUF 
has 6 pages of SRAM bits (1536 bits) to generate a 128-bit 
key because after we went through our enrollment proce-
dure, there are 2–4% reliable SSs with a 700 ms power-off 
time in the whole SRAM, whereas the percentage of reliable 
RDs in the whole SRAM is 35%. Due to security issues, 
we expect that SSs and RDs occupy respectively one-half. 
The selected PUF bits contain all the SSs and some RDs to 
generate a 128-bit key. In that case, attackers are difficult 
to figure out the correct key-value based on the addresses 
of PUF bits, even if they know which part is reset to 1 and 
which to 0.

Then we evaluate the reliability of the PUF key generated 
by the “16-Power-On” method. We test SRAM PUFs under 
various temperatures from 0 to 100 °C. In each temperature 
degree, the experiment had been done through various volt-
ages from 4.5 to 5 V, and each condition will be tested 10 

Table 7  PUF bits across various temperatures without aging for “16-
times Power-on” method
T(°C) Error rate of selected stable 

bits (%)
Error rate 
of selected
Unstable 
bits (%)

0 2.1 1.8
10 0.9 1.9
25 1.1 3
50 0.9 3.1
80 1.07 3.3
100 2.1 2
Avg. 1.36 2.52

Table 8  PUF bits across various temperatures without aging for 
“Remanence-Based” method
T(°C) Error rate of selected

SS0, SS1(%)
Error rate 
of selected
RD0, 
RD1(%)

10 0.14 0.013
25 0.05 0.1
50 0.04 0.4
80 0.05 0.5
100 0.005 0.8
Avg. 0.057 0.3626

Table 9  PUF bits across various temperatures with aging for “16-times 
Power-on” method
T(°C) Error rate of selected

stable bits (%)
Error rate 
of selected
Unstable 
bits (%)

0 2.3 1.5
10 1.0 1.7
25 1.13 2.8
50 0.9 3.1
80 1.1 3.2
100 2.6 1.7
Avg. 1.51 2.33

Table 10  PUF bits across various temperatures with aging for “Rema-
nence-Based” method
T(°C) Error rate of selected

SS0, SS1(%)
Error rate 
of selected
RD0, 
RD1(%)

10 0.14 0.02
25 0.06 0.22
50 0.07 0.42
80 0.056 0.48
100 0.005 0.7
Avg. 0.0662 0.368

Fig. 14  “Reliable” PUF bits percentage in each SRAM chip
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obtained in most SRAM PUFs that used stable bits only, 
hence these methods should be feasible for generating vari-
ous keys if some error-correcting technique is also used. 
Also since our average error rate is low, the selected bits 
should be reliable, which means our classification dividing 
the cells into reliable and unreliable is accurate. Due to the 
usage of both the unstable bits, the number of reliable bits is 
greatly increased, which ensures that the classification can 
always find enough reliable bits for the key generation with 
a relatively small PUF size. Therefore the enrollment clas-
sification (or selection) of our proposed methods is suitable 
for generating the keys.

Next, we consider the uniqueness of the PUF key. We 
randomly take 100 PUFs from each SRAM IC and calculate 
the inter-Hamming-distance (HD). Refer to Figs. 15 and 16. 
On average the inter-HD for the “16-Power-On” method 
is 49.33%, and the “Remanence-Based” method is 49.5%, 
which confirms the sufficient randomness of our PUF keys 
in both proposed methods.

In the previous description, the RDs contain not only 
unstable bits but also stable bits. So finally, we do some 
tests to find out the percentage of the unstable bits selected 
in the “Remanence-Based” SRAM PUF. The SRAM PUF 
will go through 10 times power-up without using the data 

error rates of stable (unstable) bits range from 0.9 to 2.1% 
(1.8 to 3.3%) with an average of 1.36% (2.52%). These 
experimental results show that on average our proposed 
method can reach about 98.06% reliability (100% minus 
error rates as defined in Sect. 2.2) even though unstable bits 
are used as PUF bits.

As for the reliability of the “Remanence-Based” SRAM 
PUF, we test SRAM PUFs under various temperatures from 
10 to 100 °C with a 700 ms power-off time. In each tempera-
ture degree, the experiment had been done through various 
voltages from 4.5 to 5 V, and each condition will be tested 
10 times. The reason why we did not go through 0 °C is that 
it is difficult to find enough reliable SSs at 0 °C with a 700 
ms power-off time under the data remanence effect. So, the 
“Remanence-Based” method can only go from 10 to 100 °C 
with a 700 ms power-off time. Table 8 shows the experimen-
tal results of the error rates of the selected RDs and selected 
SSs across various temperatures without the aging effect. 
We can see that the error rates of SSs (RDs) bits range from 
0.005 to 0.14% (0.013–0.8%) with an average of 0.057% 
(0.3626%). These experimental results show that on aver-
age our SRAM PUF can reach about 99.79% reliability.

We also simulate the aging effect by applying high tem-
perature and high voltage to the ICs. The aging process is 
the same as that in [14] which is conducted at high voltage 
(5.5 V) and high temperature (100 °C) for 5 h. After aging 
the SRAM, we conducted experiments at various tempera-
tures with various voltages from 4.5 to 5 V. Tables 9 and 10 
show the aging results. For the “16-Power-On” method, the 
error rate of selected stable bits slightly increased, whereas 
the error rate of selected unstable bits slightly decreased. It 
is because both stable and unstable bits are affected by the 
aging effect and they tend to become more unstable with 
aging. This happens to make the unstable bits “more reli-
able”. Therefore the reliability gain of selected unstable bits 
may somehow make up the reliability loss of selected stable 
bits due to the aging effect, and the “16-Power-On” method 
is likely to keep similar reliability (98.08%) when aging 
occurs. This also implies that if the enrollment process can 
be re-done after a device is used for some time, more reli-
able unstable bits may be available to select when aging 
does occur. This feature does not exist in most other PUF 
designs where when aging occurs, the number of usable bits 
will become less. As for the “Remanence-Based” method, 
the error rate of the selected SSs and RDs increases slightly 
but remains at high reliability (99.78%).

From the measurement of the error rates, we can observe 
the accuracy of the classification of the reliable and unreli-
able bits in our proposed methods. We can also see whether 
this enrollment classification (or selection) is realistic. As 
the experimental results indicate, the average error rates 
of the two proposed methods are comparable with those 

Fig. 16  “Remanence-Based” Inter-HD

 

Fig. 15  “16-Power-On” Inter-HD
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to make an SRAM bit bias in one direction by trimming a 
certain drain diffusion using FIBCE to create a stable bit 
(either at logic 1 or 0), it is very hard to make two tran-
sistors have almost the same threshold voltage to create an 
unstable bit since it would be very hard to trim the drain 
diffusion regions of two transistors to the same thickness. 
Furthermore, even this can be done, the process variation 
during manufacturing can still lead to a mismatch of the two 
transistors, resulting in a stable or an “unreliable” unstable 
bit. Thus, when one wants to make a cell unstable using 
FIBCE, he/she may get a partially-skewed one, a neutral 
one, or even a fully-skewed one. Clearly one cannot clone 
the neutral cells used in the “16-Power-On” method and 
the partially-skewed cells used in the “Remanence-Based” 
method. Therefore, even if the attackers know the charac-
teristics of each SRAM cell, it is still very hard to clone all 
cells if some of these cells are unstable.

7  Comparison

We compare our methods with those in [14–17] because 
these approaches also focus on PUF bit selection without 
modifying the SRAM structure. Table 11 shows the com-
parison results. The first row shows the various methods. 
The second row starts with “128-bit key” and shows how 
many SRAM bits are needed for each method to produce 
the 128-bit PUF key. The row “SRAM bit usage rate” means 
the percentage of SRAM bits that can be used as PUF bits 
in the SRAM. The Reliability and Inter-HD were calculated 
based on the equations in Sect.  2.2 under both fresh and 
aged SRAM conditions (see Sect. 5). The row “Clonability” 
is the feasibility that the attacker who owns the PUF clone 
technique [20] can successfully clone the attacked SRAM. 
From the comparison table we can see that our first and sec-
ond method can use a much smaller area, 1k bits and 1.5k 
bits respectively, to produce the 128-bit key, whereas the 
first two methods [14, 15] use at least 256k bits and the bit 

remanence effect. If the power-up value of the cell is flipped 
during the 10 times powering up, it will be considered an 
unstable cell. Otherwise, it will be considered a stable cell. 
The result shows that over 30% of the selected PUF cells 
will be considered unstable cells at room temperature and 
that 20% of the selected RDs bias to values opposite to their 
reset values.

6  Clonability Analysis

As described in [20], cloning a PUF requires two main pro-
cedures. One is a characterization procedure that extracts 
the complete challenge/response behavior of a PUF, and the 
other is an emulation procedure that models or reproduces 
a PUF with identical challenge/response behavior. Char-
acterization of SRAM PUF may be done by observing the 
power-up behavior identified by the NIR photon image or 
by keeping SRAM at a low temperature at which the data 
in SRAM can be kept for a long period after power-down 
[28] such that an attacker can move the SRAM to an envi-
ronment where the power-up value can be extracted. As for 
emulation, the attacker can modify the NMOS or PMOS 
drain connection to make the start-up value strong in 1 or 0 
to produce an IC with the same response for the same chal-
lenge if only stable bits are used.

Next, we show that both of our proposed methods can 
protect the SRAM PUF because the emulation procedure 
cannot be carried out when unstable bits are utilized as PUF 
bits. The unstable bits are basically due to less mismatch of 
the two cross-coupled inverters of an SRAM cell, and it is 
almost impossible to predict the bias values of the unstable 
bits. The cloning method described in [20] may be able to 
use PEA (Photonic Emission Analysis) to find the locations 
of stable bits and then conduct FIBCE (Focused Ion Beam 
circuit edit) to modify the thickness of the drain diffusion of 
the cross-coupled inverters and hence change the threshold 
voltage mismatch condition. However though it is possible 

Table 11  Comparison with other works
HOST 2014 [14] ISLPED 2017 [15] Microelectron Reliab 

2021 [16]
JETTA 2022 
[17]

16-Power-On Rema-
nence-
Based

128-bit key 1 M bits 256k bits NR. NR. 1k bits 1.5k bits
SRAM bit usage rate 
(%)

0.0125 0.05 > 6 < 5 > 12.5 8

Reliability (%) Fresh:
99.89
Aging:
99.70

Fresh:
~ 100
Aging:
~ 100

Fresh:
~ 100
Aging:
~ 100

Fresh:
100
Aging:
100

Fresh:
98.06
Aging:
98.08

Fresh:
99.79
Aging:
99.78

Inter-HD (%) 49.8 49.35 49.94 NR. 49.33 49.5
Clonability No

defense
No
defense

No
defense

No
defense

Infeasible Infeasible

NR.: Not Reported
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One practical problem with our methods is that we must 
be able to control the supply power of SRAM for each 
reconstruction of PUF responses. This capability should 
exist for any SRAM that is to be used for PUF because dur-
ing the enrollment process this capability is needed to iden-
tify those usable bits under different environments (variable 
temperatures and voltages). When such SRAM is retrofitted 
into existing hardware designs, this capability may be dis-
abled in other PUF designs, but in our methods this capabil-
ity must be kept since our methods also require powering on 
and off the SRAM during the reconstruction process. This 
can be done by keeping an independent power control pin 
for the SRAM. If the SRAM to be used is large, then it may 
have its own power supply anyway. Otherwise our methods 
may introduce more resource overhead to control the power 
supply than other methods. Another way is to separate the 
PUF SRAM from the general computation SRAM mod-
ule. This would make the SRAM PUF a non-intrinsic PUF. 
However since SRAM PUF is a secure primitive, using ded-
icated SRAM as PUF can reduce the risk of being attacked 
and hence may be desired in some critical cases.

8  Conclusion and Future Work

In this work, we propose two methods that use both stable 
and unstable bits to increase the numbers of usable bits for 
PUF applications. We also show that the proposed meth-
ods can defend the current PUF clone technique for SRAM 
PUF. Experimental results show that the “16-Power-On” 
method can achieve 98.06% reliability and 49.33% inter-
HD and that the “Remanence-Based” method can reach 
99.79% reliability and 49.5% inter-HD. If even higher reli-
ability is required, some error-correcting techniques can be 
applied to our proposed methods. With our methods, it is 
almost impossible to clone an SRAM chip since it is diffi-
cult to clone all unstable bits. Additionally it is worth point-
ing out that the proposed methods can be applied to more 
sophisticated SRAM designs such as 7T, dual-port 8T, and 
dual-port 9T SRAM, as long as the mismatched feature of 
transistors in the cross-coupled inverters are utilized for the 
PUF design just like that in a 6T SRAM design. Finally, 
in the “16-Power-On” method, since the reliability of the 
PUF bits depends on the number of power-ups and the 
threshold we define to classify the “reliable” unstable bits, 
the reliability can still be improved by the selection of the 
number of power-ups and the threshold. In the future, we 
plan to conduct more experiments with a wider range of the 
selected parameters to find the best reliability with suitable 
performance.
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usage rates is lower than 0.1%. As for the SRAM usage rate 
in [16], the results of the 50 strongest SRAM cells out of 
832 cells (about 6%) are given, which show that the reli-
ability is nearly ~ 100%. The work in [17] does not give the 
exact bit usage rate. However from the data provided, the 
SRAM usage rate is about 5% if 100% reliability is targeted. 
The bit usage rates of our methods are about 12.5% and 8% 
for the 16-power-on and the Remanence-based methods, 
respectively, but the reliability is lower.

Our inter-HD is close to these methods but the reliability 
of the “16-Power-On” method is not as high as other meth-
ods. This problem can be overcome by using some error-
correcting technique [8].

The important thing here is that only our proposed meth-
ods can successfully defend the clone attack. Finally, we 
compare the “16-Power-On” method with the “Remanence-
Based” method. For the SRAM bit usage rate, “16-Power-
On” is better than “Remanence-Based”. In the latter method 
there are ~ 4% reliable SSs and ~ 35% reliable RDs based on 
the experiments. Due to security issues, SSs and RDs each 
are expected to occupy one-half. Thus 128-bit key contains 
all reliable SSs, and the rest are filled with reliable RDs. 
Even though the number of reliable RDs is large, the bit 
usage rate is reduced to 8% which is less than that of the 
“16-Power-On” method. On the other hand, the “Rema-
nence-Based” method has better reliability and Inter-HD. 
Hence although the SRAM bit usage rate of the “16-Power-
On” method is high, the average error rate of the selected 
bits is also high. This is because there are few “truly unsta-
ble” cells that are unstable in all conditions. These “truly 
unstable” cells are perfectly balanced in the electrical effort 
required to charge the outputs of the cross-coupled inverters 
in an SRAM cell. Even if there is a small imbalance intro-
duced by the temperature/voltage variations, the cell can be 
biased in one direction, implying most of the cells tend to be 
biased in some conditions. However the remanence-based 
method exploits not only the stable bits but also the bits 
that may be stable in some conditions and unstable in other 
conditions. Therefore the remanence-based method is less 
influenced by the lack of “truly unstable” bits.

Since we do not change the way to store the PUF infor-
mation in NVM or any other storage devices, our proposed 
methods need the same storage space to store the PUF 
information as the works in [14–17]. We just try to make 
use of the truly unstable bits such that the size of SRAM 
required to generate the needed number of PUF bits can be 
significantly reduced. However we do need more temporary 
storage to store the PUF data during the enrollment process 
since some results of XOR and AND operations need to be 
stored. Also, our proposed methods do have different PUF 
enrollment and reconstruction procedures that may con-
sume more power and take more time than other methods.
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