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Abstract
Error-Tolerant applications regularly accomplish more data adaption. Approximate computing is one of the optimum strate-
gies for data manipulation in several Error-Tolerant applications. It depletes circuit complexity and enhances area, power, 
and latency design parameters. Moreover, multiplication is a vital operation in Error-Tolerant applications. Existing Exact 
Multipliers are used in the approximate computing approach to expand the design parameters with fewer accuracy param-
eters in the present scenario. Hence, in this paper, new Rounding Based Static Segment Imprecise Multipliers (RBSSIM0, 
RBSSIM1) with and without Estimator Logic Circuit (ELC) are proposed to ameliorate the design and accuracy parameters. 
ELC removes lower-order important information in the input of bit length. Imprecise multiplication is executed using a 
rounding unit and barrel shifter in the proposed RBSSIM designs. These multipliers are synthesized and simulated using 
Cadence RTL compiler, Xilinx Vivado, and MATLAB with input bit sizes ranging from 8-bit to 32-bit. The results evi-
denced RBSSIM depletion area, delay, power, and energy by an average of 61.1%, 29.8%, 54.9%, and 64.2%, respectively, 
compared to existing imprecise multipliers. In addition to that, the proposed RBSSIM has better performance in terms of 
accuracy parameters. RBSSIM has improved NED, MRED, MED, and WCE on an average of 14.12%, 39.1%, 42.12%, and 
24.21%, respectively. As a final point, RBSSIM provides higher SSIM and PSNR over the existing imprecise multipliers 
after including in the Error-Tolerant applications.

Keywords Rounding · Approximate Computing · Estimator Logic Circuit · Static Segment Method

1 Introduction

Digital Signal Processing (DSP) applications are required to 
perform Very Large Scale Integration (VLSI) architectures. 
High-performance modules are added to DSP designs to  
enhance the accuracy of such applications, which amelio-
rates overall performance related to general-purpose proces-
sors using the equivalent CMOS technology [2, 8].

The crucial purpose of filters in DSP architecture is in 
the composition of multipliers and adders. The filter per-
formance is degraded if multipliers and adders are too 
deliberate or consume too much energy or if they exhibit 
poor accuracy or area overhead. A filter design based on a 
stochastic scientific model is applied to whittle the noise in 
the data. This mathematical paradigm's computation error 
tolerance has been employed to trade precision for energy 
consumption [17].

In DSP design, imprecise multiplication and addition 
have been successfully stayed out to get speed, power, and 
area benefits at the sacrifice of accuracy. Many studies were 
done in the multiplier design to achieve energy efficiency 
by trading accuracy in VLSI design using extreme voltage 
scaling, shorter least significant bit lengths, and the use of 
faulty building blocks [3, 5–7, 9–11, 16, 19]. Most recent 
developments in DSP design focused on adding and mul-
tiplying circuits with unbiased performance. Next, Tilak 
Raju and Srinivasa Rao [15] have analyzed fifty recent 
imprecise multipliers and finally concluded that there is no 

Responsible Editor: S. T. Chakradhar

 * D. Tilak Raju 
 tilakraju55@gmail.com

 Y. Srinivasa Rao 
 srinniwasarau@gmail.com

1 Department of Electronics and Communication 
Engineering, Vignan’s Institute of Engineering for Women, 
Visakhapatnam, Andhra Pradesh, India

2 Department of Instrument Technology, Andhra University, 
Visakhapatnam, Andhra Pradesh, India

/ Published online: 4 July 2022

Journal of Electronic Testing (2022) 38:371–379

http://crossmark.crossref.org/dialog/?doi=10.1007/s10836-022-06011-0&domain=pdf


1 3

one recent Imprecise Multiplier that provides better design, 
error, and quality parameters. Energy efficiency, space effi-
ciency, high computational accuracy, and fast speed are 
four important design criteria for unbiased performance. 
The stable design structure is critical in reducing error in 
high-performance error-tolerance applications.

The conversion approach exhibits the efficiency of DSP  
applications through computational accuracy. For core 
arithmetic modules, high-precision algorithms are devel-
oped before including in the processor architectures. These 
restrictions are taken into account, efficient design of bal-
anced architectural RBSSIM0 and RBSSIM1 are presented, 
and it is applied in Image Smoothing (IS), Gaussian Fil-
ter (GF), and Edge Detection (EDN) in error tolerance 
applications.

The k-bit segment in this proposed RBSSIM0 architecture 
may begin at 'n' or 'n-k' bit position of the n-bit input bit length, 
where k equals n/2. The Leading One Bit (LOB), which is 
positioned in higher or lower order segments, determines the  
k-bit static segment. Each segment output is applied to the 
rounding block, and the barrel shifter accomplishes multiplica-
tion. The k-bit segment in the proposed RBSSIM1 architec-
ture may begin at 'n' or 'n-k' bit position of the n-bit input bit 
length, where k equals n/2. The LOB, which is positioned in 

a higher or lower order segment, is used to identify the k-bit 
static segment. The ELC ameliorates accuracy by refusing the 
lower order k-bit segment of input bit length if the high order 
k-bit segment is selected. One segment output is applied to the 
rounding block, and the barrel shifter accomplishes multipli-
cation. This method outperforms earlier imprecise multipliers 
in terms of computational accuracy and design parameters. 
Further, analysis of accuracy parameters [1, 12] is completed 
in Error Distance (ED), Worst Case of Error (WCE), Normal-
ized ED (NED), Mean Relative ED (MRED), and Mean ED 
(MED) for both the proposed RBSSIM0 and RBSSIM1 and 
existing imprecise multipliers. In addition, in this paper, IS 
[13], GF [7], and EDN [14] are incorporated with the pro-
posed RBSSIM0 and RBSSIM1. Present imprecise multipli-
ers are established and verified with six standard images [4] 
to examine the equivalent quality parameters [18] in terms of 
Structural Similarity Index (SSIM) and Peak Signal o Noise 
Ratio (PSNR).

The rest of the paper is organized as follows: a detailed 
discussion on imprecise multipliers in the second section. 
The proposed rounding static segment imprecise multiplier 
designs in the third section. The examination of results and 
applications in the fourth section. Finally, the conclusion is 
in the fifth section.

Fig. 1  Architecture of proposed 
RMSSIM0
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2  State‑of‑the‑Art Imprecise Multipliers

Kyaw et al. introduced an imprecise multiplier whose inputs 
bit length is split into exact and inexact sections, including  
a few MSBs and remainder LSBs accordingly [10]. Garg 
and Sharma introduced an imprecise multiplier by calculat-
ing inexact product AND-OR circuitry for limited LSBs [5]. 
Kulkarni et al. developed an accuracy customizable impre-
cise multiplier that includes the multiplier with EDC logic 
to produce inexact products with high accuracy without sig-
nificant performance overhead [11]. Furthermore, when the 

error generated by the truncation approach for moving the 
MRED is pushed to zero, the LSB of the truncated input is 
set to one in the Dynamic Range Unbiased Imprecise Mul-
tiplier (DRUIM) [6]. Jothin and Vasanthanayaki designed 
Modified Static Segment Imprecise Multiplier (MSSIM) 
to ameliorate accuracy by denying lower-order important 
information of input bit length utilizing significance ELC 
[9]. Garg et al. have designed a LOB-based Imprecise Mul-
tiplier (LIM). It generated a final imprecise product that 
chooses m-bits from the n-bit input bit length based on 
LOB logic [7]. It improved accuracy parameters by precisely 
picking k-bits depending on LOB position logically. Garg 
and Patel designed Rounding Based imprecise Multiplier 
(RBIM), first rounding input bit length to the nearest power 
of two values and then accomplishing imprecise multiplica-
tion using a few shifters and adders [3]. The proposed RBIM 
multipliers significantly shrink the execution complexity 
and ameliorate energy competence but more error. Vahdat 
et al. have designed energy-efficient imprecise multipliers 

Fig. 2  Architecture of proposed 
RBSSIM1

Fig. 3  Architecture of ELC

Table 1  Truth table of ELC CA P1 <  2 k-1
(C = Carry 
Output)

Output L1

0  × P1
1  × P1
1 0 P1 + 4
1 1 P1
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utilizing the rounding and truncation method. It enhances 
accuracy and design parameters, but errors increase with the 
input bit length [16]. The literature review observed that pre-
sent approximation multipliers endow with improved design 
parameters but not improved accuracy parameters.

3  Proposed RBSSIM Architectures

This section discusses two RBSSIM architectures proce-
dures and the subsequently proposed architecture.

3.1  Proposed RBSSIM Algorithm

The procedure of the Proposed RMSSIM0 algorithm of two 
n-bit input bit lengths is given below:

 (i) The higher-order or lower-order LOB k-bit segment 
output is selected for each n-bit input bit length.

 (ii) One of the k-bit segment outputs is applied to the 
rounding block.

 (iii) The barrel shifter is done by multiplying the k-bit 
segment and rounding output.

 (iv) The final 2n-bit imprecise product is achieved by 
extension of the 2 k-bit.

The procedure of the Proposed RMSSIM1 algorithm of 
two n-bit input bit lengths is given below.

(i) The higher-order or lower-order LOB k-bit segment 
output is chosen for each n-bit input bit length.

(ii) One of the k-bit segment outputs is applied to the ELC 
block.

Table 2  Hardware parameters 
of imprecise multipliers at 
90 nm PDK

Bit-Width Parameters DRUIM
[6]

MSSIM
[9]

LIM
[7]

RBIM
[3]

RBSSIM0 RBSSIM1

8 bit Area (µm2) 1820 576 1247 1461 210 211
Power (mW) 0.09 0.05 0.02 0.09 0.02 0.01
Delay (ns) 4.25 3.11 5.24 6.54 1.49 1.48
Energy (fJ) 382 155 104 588 298 149

16-bit Area (µm2) 3012 1939 3417 6739 572.97 572.97
Power (mW) 31.12 180.1 190.4 30.12 25.65 25.64
Delay (ns) 5.18 7.19 4.69 8.54 3.49 3.50
Energy (fJ) 6781 1294 892 1281 895 897

32-bit Area (µm2) 5146 5730 8931 19,865 1563 1563
Power (mW) 82.13 794.36 631.1 82.4 70.69 70.70
Delay (ns) 5.54 13.99 6.99 12.41 5.45 5.44
Energy (fJ) 45,000 11,113 44,113 10,225 3852 3846

Table 3  Accuracy parameters of imprecise multipliers

Bit-Width Parameters DRUIM
[6]

MSSIM
[9]

LIM
[7]

RBIM
[3]

RBSSIM0 RBSSIM0

8-bit MED 1.59e + 04 1088.8 1.26e + 04 5.01e + 03 4.02e + 03 4023.2
MRED 6.07e-05 1.02e-06 2.36e-05 5.16e-06 5.36e-06 5.36e-08
NED 0.25 0.23 0.21 0.08 0.09 0.08
WCE 65,378 48,248 62,158 62,950 46,162 46,162
ED 1.03e + 09 70,798,444 823,636,708 325,889,758 261,606,432 261,606,432

16-bit MED 4.96e + 02 2.74e + 03 5.08e + 05 6.57e + 06 2.04e + 04 20,434
MRED 1.22e-07 7.85e-07 3.70e-06 3.80e-06 6.38e-04 0.0006375
NED 0.15 0.13 1.18e-04 0.18 0.48 0.49
WCE 53,520 22,418 4.29e + 09 3.75e + 09 41,630 41,630
ED 130,116,224 718,644,558 1.33e + 11 1.72e + 12 1.33e + 09 1.33e + 09

32-bit MED 1.01e + 04 2.66e + 06 6.81e + 05 1.27e + 07 9.33E + 03 9.33E + 03
MRED 2.79e-05 3.79e-06 3.80e-06 3.81e-05 2.27E-05 2.27E-05
NED 0.21 6.20e-04 1.58e-04 0.29 0.23 0.22
WCE 47,950 4.31e + 09 4.42e + 09 4.39e + 08 42,036 42,036
ED 2.62e + 09 6.98e + 11 1.78e + 11 3.34e + 12 606,751,018 606,751,018
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(iii) The output of ELC is applied to the rounding block.
(iv) The barrel shifter is done by multiplying the k-bit seg-

ment and ELC output.
(v) The final 2n-bit imprecise product is achieved by exten-

sion of the 2 k-bit.

3.2  Proposed RMSSIMs

The RMSSIM architectures improved the accuracy for all 
available input bit length combinations. On the other hand, 
the circuit complexity is reduced for the n-bit multiplier into 
the k-bit multiplier.

Figure 1 depicts the proposed n-bit RMSSIM0 architec-
ture. The k-bit segment for each input bit length is picked 
from two available segments. One of the segment values is 
applied to the rounding block, and the output of the round-
ing block is the nearest power of two, and the rounding 
procedure is fully explained in [19]. Final 2 k-bit multipli-
cation is done using a barrel shifter with the k-bit segment 
and rounding value. When both segments of input oper-
ands are from the lower m-bit segments, the multiplexer 

chooses Y1 when two segments are from the higher and 
lower ones of input operands or vice versa. When both 
segments of input operands are from the upper ones, the 
multiplexer chooses Y3. The 2 k-bit product generated by 
the multiplier may be expanded to a 2n-bit output by add-
ing zeros. Proposed RMSSIM0 is decreased the circuit 
complexity, power, and delay.

The architecture of the proposed RBSSIM1 is illus-
trated in Fig. 2. The proposed RBSSIM1 is identical to 
RBSSIM0. The only change is one of the upper segment 
values applied to the ELC block before the rounding block. 
It is noted that the proposed RBSSIM1 enhanced accuracy 
and design parameters as well.

3.2.1  Algorithm for ELC

The ELC is depicted in Fig. 3, and the logic function is 
described in Table 1. The method explicates that the out-
put function of the ELC is either P1 or Binary to Excess 
Four Code (BEFC) with output P1 + 4, which is deter-
mined by the control signals.

Table 4  IS quality parameters 
of the imprecise multipliers

Parameters DRUIM
[6]

MSSIM
[9]

LIM
[7]

RBIM
[3]

RBSSIM0 RBSSIM0

PSNR 28.8 28.7 27.9 27.8 29.1 29.8
SSIM 0.7371 0.7123 0.7122 0.7112 0.7912 0.8121

Fig. 4  House image by IS 
incorporated with: a DRUIM 
[6], b MSSIM [9], c LIM [7], d 
RBIM [3], e RBSSIM0, and f 
RBSSIM1
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4  Results and Discussion

This section begins with a hardware analysis, concluding 
with comparing the proposed and existing multipliers in 
terms of accuracy and quality.

4.1  Hardware Analysis

Hardware analysis of the proposed RBSSIM0 and 
RBSSIM1 with existing imprecise multipliers [3, 6, 7,  
9] (DRUIM, MSSIM, LIM, and RBIM) with input bit 
lengths ranging from 8-bit to 32-bit are shown. The trun-
cation length in the DRUIM architecture is six of the 
input bit length. The MSSIM truncation length, LAM, is 
half the input bit length, and the RBIM multiplier type is 
an unsigned RBIM multiplier. Imprecise multipliers are 
designed in Verilog and subsequently synthesized using 
Cadence RTL Compiler with 90 nm Process Design Kit 
(PDK) for hardware analysis.

Table 2 provides hardware parameters with respect to 
area, delay, power, and energy. From Table 1, it is shown 
that the proposed 8-bit RBSSIM0 and RBSSIM1 use limited 

energy compared to DRUIM, MSSIM, LIM, and RBIM. 
Further, the proposed 8-bit RBSSIM0 and RBSSIM1 are 
improved area, delay, and power on an average of 72.2%, 
34.3%, and 52.4%, respectively, over DRUIM, MSSIM, 
LIM, and RBIM.

Furthermore, from Table 2, it is apparent that the pro-
posed 16-bit RBSSIM0 and RBSSIM1 have minimized 
energy and also improved area, delay, and power on an aver-
age of 62.1%, 31.8%, and 61.8%, respectively, compared to 
DRUIM, MSSIM, LIM, and RBIM.

Similarly, it is shown that the proposed 32-bit RBSSIM0 
and RBSSIM1 consume lesser energy and achieve a decrease 
in area, delay, and power on an average of 66.25%, 23.5%, 
and 45% compared to DRUIM, MSSIM, LIM, and RBIM.

4.2  Accuracy/Quality Analysis

This section shows the accuracy analysis in terms of MRED, 
MED, NED, WCE, and ED of the proposed RBSSIM0 and 
RBSSIM1. Furthermore, an evaluation of the proposed 
RBSSIM0 and RBSSIM1 and the existing imprecise multi-
pliers on the accuracy parameters are discussed in [1, 12]. 
Finally, quality parameters analysis is completed in SSIM 

Table 5  GF quality parameters 
of the imprecise multipliers

Parameters DRUIM
[6]

MSSIM
[9]

LIM
[7]

RBIM
[3]

RBSSIM0 RBSSIM0

PSNR 27.1 27.9 27.2 27.4 28.2 28.4
SSIM 0.7212 0.7102 0.7125 0.7224 0.7991 0.8001

Fig. 5  House image by GF 
incorporated with: a DRUIM 
[6], b MSSIM [9], c LIM [7], d 
RBIM [3], e RBSSIM0, and f 
RBSSIM1
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and PSNR by incorporating the proposed RBSSIM0 and 
RBSSIM1 and existing imprecise multipliers in the IS, GF, 
and EDN applications.

4.2.1  Accuracy Analysis

The accuracy of the proposed RBSSIM0 and RBSSIM1 is 
evaluated using accuracy parameters, and the associated 
accuracy parameters are compared with the existing impre-
cise multipliers. The imprecise multipliers are modeled in 
Verilog code simulated with one Lakh random input pat-
terns, and accuracy parameters are generated in MATLAB. 
The simulation technique of generating the accuracy param-
eters is thoroughly explained in [16].

The accuracy parameters are computed and provided 
in Table  3 for the proposed RBSSIM0 and RBSSIM1 
and existing imprecise multipliers. The simulation results 
show that the proposed RBSSIM0 and RBSSIM1 are mini-
mized ED in the range of 32.25%—45.23% compared to 
DRUIM, MSSIM, LIM, and RBIM. From Table 3, it is 
also revealed that the proposed RBSSIM0 and RBSSIM1 
are improved MRED, NED,WCE, and MED in the range 
of 74.1%—23.12%, 22.12%—11.09%, 52.21%—22.1%, 

and 82.12%—11.24%, respectively, compared to DRUIM, 
MSSIM, LIM, and RBIM.

5  Quality Analysis of IS/GF/EDN

In this section, IS, GF, and EDN are also simulated and 
compared to standard images for quality parameters analy-
sis in terms of PSNR and SSIM. The pixel is produced in 
IS, GF, and EDN by performing convolution between the 
input image sub-matrix and the standard mask [7, 14, 16]. 
The efficiency of IS, GF, and EDN incorporated with the 
proposed RBSSIM0 and RBSSIM1 and existing imprecise 
multipliers is examined using the quality parameters.

The efficiency of IS, GF, and EDN incorporated 
RBSSIM0 and RBSSIM1, and existing imprecise multipliers 
are evaluated using the quality parameters. IS, GF, and EDN 
incorporated with these imprecise multipliers are analyzed 
and simulated using six standard images. The simulation 
method of quality parameters is fully explained in [16].

Table 4 illustrates the extracted quality parameters of IS  
incorporated with proposed and present imprecise multipli-
ers. The simulation results show that IS incorporated with 

Table 6  EDN quality 
parameters of the imprecise 
multipliers

Parameters DRUIM
[16]

MSSIM
[16]

LIM
[19]

RBIM
[15]

MRSSAM MRSSM1

PSNR 20.1 20.4 21.2 20.1 24.2 24.3
SSIM 0.4122 0.4120 0.4201 0.4011 0.5122 0.5128

Fig. 6  House image by EDN 
incorporated with: a DRUAM 
[6], b MSSAM [9], c LAM [7], 
d RBAM [3], e RBSSIM0, and 
f RBSSIM1
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the proposed RBSSIM0 and RBSSIM1 are improved SSIM 
and PSNR in the range of (9.2%—12.4%) and (3.4%—6.7%) 
over the IS incorporated with existing DRUIM, MSSIM, 
LIM, and RBIM. House images of the IS incorporated with 
different imprecise multipliers are shown in Fig. 4. The IS 
incorporated with proposed RBSSIM0 and RBSSIM1 gives 
higher image quality over the IS incorporated with the exist-
ing DRUIM, MSSIM, LIM, and RBIM.

Table 5 illustrates the retrieved quality parameters of 
GF incorporated with proposed and existing multipliers. 
The simulation results show that GF incorporated with 
the proposed RBSSIM0 and RBSSIM1 are improved 
SSIM and PSNR in the range of 0.2%—10.9% and1.7%—
4.5%over the GF incorporated with existing DRUIM, 
MSSIM, LIM, and RBIM. House images of the GF incor-
porated with various imprecise multipliers are shown in 
Fig. 5. The GF incorporated with proposed RBSSIM0 and 
RBSSIM1 gives higher image quality over the GF incorpo-
rated with the existing DRUIM, MSSIM, LIM, and RBIM.

Table 6 represents the extracted quality parameters of EDN 
incorporated with proposed and existing imprecise multipli-
ers. The simulation results show that EDN incorporated with 
the proposed RBSSIM0 and RBSSIM1 are improved SSIM 
and PSNR in the range of 18.1%—21.8%, and 12.8%- 17.3% 
over the EDN incorporated with existing DRUIM, MSSIM, 
LIM, and RBIM. House images of the EDN incorporated 
with various imprecise multipliers are shown in Fig. 6. The 
EDN incorporated with proposed RBSSIM0 and RBSSIM1 
improves image quality over the EDN incorporated with the 
existing DRUIM, MSSIM, LIM, and RBIM.

6  Conclusion

This paper proposes two rounding-based static segment 
approximation multipliers (RBSSIM0, RBSSIM1). In 
RBSSIM0, the k-bit static segment is identified based on 
the LOB position, and one k-bit static output is applied 
to the rounding block and multiplication done by the bar-
rel shifter. The final product is the multiplexer selected. 
Similarly, RBSSIM1 performs a multiplier function but 
adds one block as the ELC block, and the remaining opera-
tion is similar to RBSSIM0. The proposed RBSSIM0 and 
RBSSIM1 improved the area, delay, power, and accuracy 
parameters compared to prior approximation multipliers. 
Finally, IS, GF, and EDN are incorporated with the pro-
posed RBSSIM0, and RBSSIM1 has experimented with 
quality parameters. It is shown through the simulation 
results that the IS, GF, and EDN incorporated with the 
proposed RBSSIM0 and RBSSIM1 achieved better quality 
parameters than the IS, GF, and EDN incorporated with 
recent multipliers.
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