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Abstract
In this research paper, approximate multipliers are designed to reduce the computational time and power delay product. 
However, there is a high possibility to further optimize the area and power using the modified Wallace Tree Multiplier 
(MWTM). This research paper proposes, two modified approximate 4:2 compressors are used for partial product addition 
in multipliers. Using the proposed MWTM, it is observed that Normalized Error Distance (NMED), Mean Relative Error 
Distance (MRED) and Power Delay Product (PDP) are reduced. The proposed architectures are synthesized using 90-nm 
CMOS standard cells. Modified Wallace tree multipliers of various sizes (8, 16 and 32 bit) are designed and their perfor-
mance is compared with the existing general multipliers. The synthesis results of 8-bit MWTM shows that on an average 
the delay and power are reduced in the range of 10%–55.37% and 13.03%–13.78% when compared to existing multipliers. 
Moreover, for 16-bit MWTM shows that on an average the delay and power are reduced in the range of 0.11%–3.12% and 
0.28%–6.59%. And 32-bit MWTM shows that on an average the power is reduced in the range of about 8%–27.99%. The 
image processing operations image blending, image smoothening and edge detection are implemented using the proposed 
MWTM. The results proved the efficiency of the MWTM.

Keywords Approximate Circuits · Compressor · Modified Wallace Tree Multiplier · Image Processing · Error Rate · 
Normalised Error Distance · Peak Signal to Noise Ratio

1 Introduction

Imprecise computing has opened a new era for develop-
ing high-performance, low-energy circuits and systems. 
Approximate circuits are useful in wide range of error resil-
ient applications such as image processing, machine learn-
ing, and multimedia applications [26]. These applications 
can have a trade-off between accuracy, power, and speed. 
Multipliers and adders are resource hungry components in 
any digital circuits [1]. Approximate computation is one of 

these methods that is often used with a trade-off in accuracy 
[19]. Simplifying the arithmetic unit is the fundamental step 
for approximate computing [31]. Many previous research 
works [15-17, 23-25, 28-30, 38, 39] have focused on esti-
mated multipliers, which provide higher speeds and lower 
power consumption at the expense of lower accuracies. 
Approximating such circuits will give improved efficiency in 
terms of power, area and speed [27]. Specifically for image 
processing applications, multiplier is the key element. When 
compared to array and exact multipliers parallel multipliers 
are faster. But the limitation of parallel multipliers is high 
power consumption [22]. When multipliers are used in large 
computational applications, there is a need for optimization. 
Power and delay of any digital circuit are always inversely 
proportional. However, different methods were proposed 
in the abstract levels to optimize power and delay speci-
fications [6]. Not all the digital circuits need approximate 
circuits there are a few general-purpose processors which 
require exact circuits also [2]. For such systems error cor-
rection requires extra clock cycle and hence processing 
time increases. Approximate circuits are best suited for the 
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applications where errors are tolerant such as, image pro-
cessing applications [27].

According Moore’s law the size of transistors decreases 
exponentially [34]. This directs to improve circuit’s effi-
ciency and reduce power. This indicates an increasing 
challenge to improve circuit performance and power effi-
ciency by using conventional technologies. This challenge is 
addressed with multiprocessor architectures and hybrid inte-
gration [33]. Many arithmetic circuits are approximated to 
speed up the computation. Approximate adders, multipliers, 
and logarithmic based multiplication are widely used these 
days in the digital circuits. Furthermore, formal verification 
approaches have been developed for a given error restric-
tion to reduce circuit space and power dissipation [34, 37]. 
Three architectures are commonly used to compute Partial 
Products (PPs): carry save adder [7], the Wallace tree mul-
tiplier [38], and the Dadda tree multiplier [8]. Specifically, 
in Wallace tree, half adders, full adders and 4:2 compressors 
are the major blocks for fast computation. Partial products 
are generated in parallel by the adders in each level and the 
process is continued until two rows of partial products are 
obtained. Approximate compressors based Dadda multiplier 
is implemented in [28]. Large multiplier is constructed using 
the 4X4 multiplier [4]. Akbari et al. [2] proposed a recon-
figurable compressor which can operate in both exact and 
approximate mode when required using dynamic accuracy. 
Further reduction in delay and energy is achieved using 
learning-based accelerators in [3, 5, 9, 10, 40]. Bharat et al. 
[12] proposed LOBA multiplier which is aimed to reduce the 
number of bits by selecting k-bits from n-bit input. Jothin 
et al. [20] has proposed an approximate multiplier using sig-
nificance probability. Garg et al. [13] proposed a dynamic 
accuracy configurable multiplier (ACM) which offers twin 
performance improvement. Gorantla et al. [14] proposed 
approximate subtractors and dividers based on k-map mini-
mization technique.

In this research, two approximate 4:2 compressor archi-
tectures are proposed. These compressors can be used in 
parallel multipliers like Wallace Tree [38] and Dadda [11]. 
Momeni et al. [28] proposed 4:2 compressor by introduc-
ing error in the truth table and finding minimized sum 
and carry expressions. These are referred as design1 and 
design2. While the compressors proposed by Akbari et al. 
[2] were referred as design3 and design4. These are designed 
by using dynamic switching circuitry for exact and approxi-
mate compressor design. Eight approximate 4:2 compressors 
are proposed in [35] based on majority logic. In this research 
paper these eight designs are referred as design5, 6, 7, 8, 9, 
10, 11, and 12.

Following are the contributions of this research,

 i. Design of modified approximate 4:2 compressors.

 ii. Design of modified Wallace tree multiplier (MWTM) 
using modified approximate 4:2 compressors.

 iii. Performance comparison of MWTM.
 iv. Implementation of image processing operations 

(image blending, image smoothening and edge detec-
tion) using MWTM.

The rest of this paper is organized as follows. In Sect. 2, 
some prior works on the approximate multipliers are 
reviewed. The logic circuits of the proposed 4:2 compressors 
are explained in Sect. 3. Section 4 evaluates the accuracy of 
the modified Wallace and Conventional Wallace Tree Multi-
plier utilizing the proposed compressors while the effective-
ness and hardware efficiency of the proposed compressors 
is assessed in Sect. 5. Finally, this paper is concluded in 
Sect. 6.

2  Proposed Compressor

In this section, firstly the conventional 4:2 compressor oper-
ation is discussed and then the proposed approximate com-
pressor design methodology details are presented.

2.1  Conventional 4:2 Compressor

In parallel multipliers compressors are used to reduce the 
delay in partial product addition. A 4:2 compressor (exact) 
is also called as (5,3) counter. The most widely used 4:2 
compressor circuit is as shown in Fig. 1. It has five inputs 
 a1,  a2, a3, a4,  Cin and three outputs sum, carry, and  Cout. The 
compressor is a combination of two full adders. Here the 
output carry  Cout is independent of input carry  Cin, this char-
acteristic is used in multipliers to reduce delay. The com-
pressor is designed such that  Cout from  nth column is added 
to  Cin of compressor in (n + 1)th column. The expressions 

a1 a2 a3
a4

Cin

Cout

Sum

Carry

Full Adder

Full Adder

Fig. 1  Exact Compressor
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of sum, carry and  Cout for an exact compressor are given in 
Eqs. (1), (2), and (3).

The truth table for exact compressor with 16 input com-
binations is presented in Table 1.

2.2  Proposed 4:2 Compressor Designs

Two designs are proposed in this section for the approximate 
4:2 compressor. The exact full-adder is replaced by an intui-
tive design of an approximate 4–2 compressor. The proposed 
approximate 4–2 compressors are designed by simplifying 
the truth table or Karnaugh Map (k-Map) [21]. The main 
objective is to minimize the logic function of compressor 
is by adding a few approximations in the K-map of exact 
design. Here, in all the proposed designs  Cin and  Cout are 
ignored in order to reduce area.

Minimized expressions for sum and carry are presented 
in the sub-sections.

2.2.1  Modified Approximate Compressor Design_p1

The K-map for approximate 4:2 compressor consists of 
four inputs  a1,  a2,  a3 and  a4. The modified logic circuit for 

(1)Sum = a1 ⊕ a2 ⊕ a3 ⊕ a4 ⊕ Cin

(2)
Carry =

(
a1 ⊕ a2 ⊕ a3 ⊕ a4

)
Cin +

((
a1 ⊕ a2 ⊕ a3 ⊕ a4

)
a4
)

(3)Cout =
(
a1 ⊕ a2

)
a3 +

(
a1 ⊕ a2

)
a1

design_p1 is as shown in Fig. 2. Basing on the obtained 
minterm the reduced expressions for sum and carry are given 
in Eqs. (4) and (5).

The truth table for the approximate compressor  design_
p1 shows the error bits marked with ‘*’. The Table  2 
shows exact and approximate sum and carry outputs for 
the four inputs. From the table it can be observed that out 
of 16 inputs, 7 inputs are giving wrong outputs because 
of K-map simplification. As a result, we can say the error 
rate is 43.75% which is tolerable for image processing 
applications.

2.2.2  Modified approximate compressor  Design_p2

The approximate compressor introduces 4 errors in sum 
and carry. The error rate here is 25%. When This error 

(4)Sum =
(
a1 + a2

)(
a4 + a3

)

(5)Carry = a1 + a2 + a4

Table 1  Truth Table for Exact 
Compressor

INPUTS Exact Compressor 
Outputs

Cin a1 a2 a3 a4 Cout Carry Sum

0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 1
0 0 0 1 0 0 1 1
0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 1
0 0 1 0 1 0 0 0
0 0 1 1 0 1 0 0
0 0 1 1 1 1 1 1
1 1 0 0 0 0 1 1
1 1 0 0 1 0 0 0
1 1 0 1 0 0 0 0
1 1 0 1 1 1 1 1
1 1 1 0 0 0 0 0
1 1 1 0 1 1 1 1
1 1 1 1 0 1 1 1
1 1 1 1 1 1 0 0

a2

a4

a3

a1

Carry

Sum

Fig. 2  Design_p1
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probability has reduced to major extent. The logic equa-
tions  design_p2 are given in Eqs. (6) and (7).

Based on the minimized expression the logic circuit 
is as shown in Fig. 3. Here the circuit is designed based 
on multiplexers so the speed of operation increases at the 
cost of area.

The truth table depicting the sum and carry outputs of 
the proposed approximate compressor  design_p2 is ass 
shown in Table 3. The performance of proposed approxi-
mate 4:2 compressors is compared with 12 different existing 
approximate 4:2 compressor designs proposed in [28, 2],  
and [35].

(6)
Sum = a3

1a4
1
(
a1 ⊕ a2

)
+ a3

1a4
(
a1 ⊕ a2

)1
+ a3a4

1
(
a1 ⊕ a2

)1
+ a3a4

(
a1 ⊕ a2

)

(7)
Carry = a1a3

1
(
a2 ⊕ a4

)
+ a4

(
a1 ⊕ a3

)
+ a1a3a4

1 + a1a2
1a3a4

1 + a2
1a3a4

The performance of the proposed approximate 4:2 com-
pressors is compared with 12 different approximate 4:2  
compressor existing designs proposed in [28, 2], and [35].

Coming to the performance the proposed compressor 
design gives better error rate. Not all the proposed designs 
are showing better results but  deisgn_p2 claims to operate 
at high speed and improve daccuracy than all the existing 
compressors listed in Table 4.

Design_p1 claims to be better than design9, design12, 
design13, design14 and design17.

The next section details about the modified Wallace tree 
multiplier (MWTM) based on  design_p1 and  design_p2.

3  Approximate Multiplier

The effect of using the proposed approximate compressor in 
conventional Wallace Tree and modified Wallace Tree [36] 
is explored in this section. Parallel multipliers are broadly 
classified into array multipliers and tree multipliers (Wallace 
and Dadda). Wallace tree multiplier (WTM) is fast compared 
to array multiplier. But it requires huge number of adders 
which leads to a complex circuit. Reducing the WTM circuit 
complexity and number of adders required would definitely 
be a challenging and cost effective. Development of area 
efficient multiplier as an alternative to exact multiplier is 
noteworthy. This is achieved by approximating the multiplier 
design structure. Mainly, multipliers can be approximated by 
using three approaches.

Table 2  Truth table for 
approximate compressor 
 Design_p1

INUTS Exact Compressor Approximate 
Compressor  Design_P1

a1 a2 a3 a4 Carry Sum Carry Sum

0 0 0 0 0 0 0 0
0 0 0 1 0 1 1* 0*

0 0 1 0 0 1 0 1
0 0 1 1 1 0 1 0
0 1 0 0 0 1 1* 0*

0 1 0 1 1 0 1 1*

0 1 1 0 1 0 1 0
0 1 1 1 1 1 1 1
1 0 0 0 0 1 1* 0*

1 0 0 1 1 0 1 1*

1 0 1 0 1 0 1 1*

1 0 1 1 1 1 1 1
1 1 0 0 1 0 1 0
1 1 0 1 1 1 1 1
1 1 1 0 1 1 1 1
1 1 1 1 0 0 1* 1*

ERROR 9 4

Fig. 3  Design_p2

220 Journal of Electronic Testing (2022) 38:217–230



1 3

 i. Approximation in partial products generation.
 ii. Applying partial product truncation.
 iii. Using approximate adders or compressors to accumu-

late the partial products.

An exact multiplier comprises of three stages.

 i. Partial product generation.
 ii. Minimizing the partial products.

 iii. Propagating the carry to final stage for obtaining the 
result.

The second stage of approximate multipliers play vital 
role in reducing the delay, power consumption, and cir-
cuit complexity of any multiplier design. In conventional 
Wallace tree multiplier (WTM) [36] partial product addi-
tion depends on carry propagation and results in delay. In 
order to reduce the delay modified wallace tree multiplier 

Table 3  Truth table for 
approximate compressor 
design_p2

INPUTS Exact Compressor Approximate 
Compressor Design_p2

a1 a2 a3 a4 Carry Sum Carry Sum

0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 1
0 0 1 0 0 1 0 1
0 0 1 1 1 0 1* 0*

0 1 0 0 0 1 0 1
0 1 0 1 1 0 1 0
0 1 1 0 1 0 1 0
0 1 1 1 1 1 1 1
1 0 0 1 1 0 1* 1
1 0 1 0 1 0 1 1*

1 0 1 1 1 1 1 0
1 1 0 0 1 0 1 1
1 1 0 1 1 1 1 0
1 1 1 0 1 1 1 1
1 1 1 1 0 0 1* 1*

ERROR 3 3

Table 4  Error Analysis of proposed approximate 4:2 Compressor and comparison with 12 existing compressor designs

INPUTS Design1 Design2 Design3 Design4 Design5 Design6 Design7 Design8 Design9 Design10 Design11 Design12 Design_p1 Design_p2

a1 a2 a3 a4 S C S C S C S C S C S C S C S C S C S C S C S C S C S C

0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 0 0 0 0 0
0 0 0 1 1 1 1 0 1 0 0 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 1 0 1 1 0
0 0 1 0 1 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 1 1 0 0 0 1 0 0 0 1 0
0 0 1 1 0 0 1 0 1 0 0 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 0 1 0 1 0 1
0 1 0 0 1 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 1 1 0 0 0 1 0 0 1 1 0
0 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 1 1 1 0 1
0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 1 0 0 0 1 0 0 1 1 0 1 1 0 1
0 1 1 1 1 1 1 0 1 1 0 1 0 1 1 1 0 1 1 0 1 0 0 1 1 1 1 0 1 1 1 1
1 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 0 0 1 1 0 0 0 1 0 0 1 1 1
1 0 0 1 0 0 0 0 0 1 1 1 1 1 1 0 0 1 1 0 0 1 1 0 0 1 0 1 1 1 1 1
1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 0 1 0 1 0 0 0 1 0 0 1 1 0 1 1 0 1
1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 1 0 1 1 1 1
1 1 0 0 0 0 1 0 1 0 1 0 1 0 0 1 1 0 1 0 0 0 1 0 0 1 1 0 0 1 0 1
1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 1 0 1 1 1 1
1 1 1 0 1 0 1 0 1 1 1 0 1 0 1 1 1 0 1 0 0 0 1 0 0 1 1 0 1 1 1 1
1 1 1 1 0 0 1 0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 0 1 1 1 1 0 1 1 1 1

ERROR 1 9 5 10 4 3 9 6 10 10 5 5 11 9 10 11 6 12 10 8 6 2 6 8 9 4 3 3
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(MWTM) is proposed. Three different sized Wallace tree 
multipliers (WTM) and Wallace tree multipliers (WTM) 
are designed for unsigned multiplication of 8-bit, 16-bit and 
32-bit input data. Consider an example of an 8-bit MWTM 
in which the two 8-bit inputs are αm and βn and the partial 
products are denoted by  am,n and  an,m where m and n varies 
from 0 to 7. The partial products obtained on multiplica-
tion of αm and βn for varying values of m and n (0 to 7) is 
shown in Fig. 4. From Fig. 4 it can be observed that in first 
row 15 partial products are obtained for different values of 
m and n. In a tree structure the number of partial products 
gets reduced to a single partial product in the last row. In the 
conventional Wallace tree [36] depicted, the column con-
tains varied number of partial product terms. If the number 
of partial products in a column are more than three then full 
adders and half adders are used to obtain next stage partial 

products. The full adders and half adders depend on carry 
propagation and results in delay. In order to reduce the delay 
the MWTM is proposed in which if a column has more than 
three partial products instead of using full adder and half 
adder for partial product generation, the partial products are 
combined to form propogate and generate signals as given 
in Eqs. (8) and (9).

In Fig. 4 it can be observed that in column 7 and 9 the m 
and n values are same for  a3,3 and  a4,4. Hence they cannot 
be used to produce propagate and generate signals. The col-
umn 8 contains 4 different propagate signals and 4 generate 
signals. Hence such columns which contain upto 4 propo-
gate signals is suitable for addition using approximate 4:2 
compressor.

The modified MWTM is as shown in Fig. 5.
The propose approximate 4:2 compressor designs are 

used in the design of MWTM with widths of 8, 16, and 32. 
Similarly we have designed a conventional Wallace tree mul-
tiplier (WTM) using the proposed approximate compressors.

4  Error Metrics

In this section, various error metrics like error distance, 
Normalized error distance and Mean relative error distance 
[18, 32] are used to evaluate characteristics of approximate 
circuits are discussed below.

Following error metrics are considered,

 i. Error Distance (ED):

(8)Pm,n = am,n + an,m

(9)gm,n = am,n ⋅ an,m

Fig. 4  Alteration of partial products to generate and propagate signals

Fig. 5  Modified Wallace tree 
multiplier (MWTM) by altering 
partial products
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   The Error Distance gives the absolute difference 
between the approximate and exact outputs of mul-
tipliers. Let, M and M’ be the exact and imprecise 
multiplier outputs respectively. Then,

(10)ED =
|||M −M

� |||

 ii. Normalized Error Distance (NED):
   NED is independent of size of the multiplier. So, it 

is very useful in characterizing any approximate cir-
cuit. It is defined as the average error over normalized 
with maximum error value.

Table 5  Comparison of error metrics MWTM using proposed compressors and with existing designs

Bit-Width Metrics MED WCE MRED NED ED AC

8-bit Design1 [28] 2783.485 29632 3.4E-06 0.094 180996144 81.80
Design2 [28] 7922.701 22112 5.6E-06 0.358 515173624 48.20
Design3 [2] 7052.180 16376 5.0E-06 0.431 458567992 53.89
Design4 [2] 5773.803 24928 6.9E-06 0.232 375441560 62.25
Design5 [35] 5773.803 24928 6.9E-06 0.232 375441560 62.25
Design6 [35] 1883.600 14144 2.2E-06 0.133 122481072 87.68
Design7 [35] 8051.579 16472 5.6E-06 0.489 523553920 47.36
Design8 [35] 8575.826 22648 2.0E-05 0.379 557643096 43.93
Design9 [35] 8154.952 28272 5.4E-06 0.288 530275744 46.68
Design10 [35] 8048.819 17792 5.7E-06 0.452 523374424 47.37
Design11 [35] 7015.739 16760 5.7E-06 0.419 456198400 54.13
Design12 [35] 8051.579 16472 5.6E-06 0.489 523553920 47.36
Design_p1 7052.180 16376 5.0E-06 0.431 458567992 53.89
Design_p2 398.209 21504 4.1E-07 0.019 25893536 97.40

16-bit Design1 [28] 2783.49 29632 3.42E-06 0.0939 180996144 81.801
Design2 [28] 1081608323.20 1081618424 1.54E-05 1.0000 70331581215992 -7071855.904
Design3 [2] 1081608423.94 1081618424 1.54E-05 1.0000 70331587766584 -7071856.563
Design4 [2] 5773.80 24928 6.88E-06 0.2316 375441560 62.249
Design5 [35] 5773.80 24928 6.88E-06 0.2316 375441560 62.249
Design6 [35] 1883.60 14144 2.16E-06 0.1332 122481072 87.684
Design7 [35] 1081608669.24 1081618424 1.54E-05 1.0000 70331603717328 -7071858.16
Design8 [35] 8575.83 22648 1.96E-05 0.3787 557643096 43.928
Design9 [35] 1082138158.11 1082146816 1.54E-05 1.0000 70366033731136 -7075320.16
Design10 [35] 1081608660.76 1081618424 1.54E-05 1.0000 70331603165720 -7071858.11
Design11 [35] 7015.74 16760 5.74E-06 0.4186 456198400 54.129
Design12 [35] 1081608669.24 1081618424 1.54E-05 1.0000 70331603717328 -7071858.16
Design_p1 1081608423.94 1081618424 1.54E-05 1.0000 70331587766584 -7071856.56
Design_p2 398.21 21504 4.11E-07 0.0934 25893536 97.396

32-bit Design1 [28] 2628.511 37968 2.72E-06 0.06923 170918928 84.95
Design2 [28] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design3 [2] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design4 [2] 4361.358 37144 3.83E-06 0.11742 283597336 75.02
Design5 [35] 4361.358 37144 3.83E-06 0.11742 283597336 75.02
Design6 [35] 1572.673 16000 1.52E-06 0.09829 102263080 90.99
Design7 [35] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design8 [35] 7221.945 31256 1.08E-05 0.23106 469606968 58.64
Design9 [35] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design10 [35] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design11 [35] 7879.937 16760 5.49E-06 0.47016 512392872 54.87
Design12 [35] 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design_p1 4294949834.86 4.29E + 09 1.54E-05 1.00000 2.79E + 14 -24598503.6
Design_p2 328.275 42896 2.95E-07 0.00765 21346096 98.12
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where N = Size of the multiplier and ED = Error 
distance.

 iii. Mean Relative Error Distance (MRED):
   The Mean Relative Error Distance, defined as the 

average value of relative error distance. Which is cal-
culated using exact result.

   Here worst-case error (WCE) and mean error dis-
tance (MED) are also calculated for better analysis.

5  Results and Discussion

In this section, the proposed approximate 4:2 compressor 
designs are tested and evaluated. The proposed designs are 
analysed based on power consumption, area and the speed of 
operation. The approximate circuits differ exact circuits with 
certain error distance. The metrics used to evaluate the error 
are, Error Distance (ED), Mean Error Distance (MED), Nor-
malised Error Distance (NED), Worst Case Error (WCE), 
and Accuracy (AC). The proposed architectures are imple-
mented in Verilog HDL and synthesized using 90-nm, 
CMOS technology. Industrial standard cadence compiler 
is used in the design of approximate multipliers to obtain 
power, delay and area.

(11)NED =
1(

2N−1
)2

∑2N

i=1

|EDi|
22N

(12)MRED =
1(

2N−1
)2

∑2N

i=1

|EDi|
Pi

5.1  Comparison of Accuracy for Approximate 
Multipliers

Scalability has a lot of advantages with respect to area and 
power. Technology scaling would definitely show a remark-
able dip in the power. Error analysis on both modified Wal-
lace Tree multiplier (MWTM) and conventional Wallace tree 
multiplier (WTM) is performed. The detailed comparison is 
shown in Tables 5 and 6 respectively. By observing the eval-
uation metrics MED, NED and ED we can say that MWTM 
has shown better performance than WTM.

5.2  Comparison of Electrical Performance 
of Approximate Multipliers

This section, shows the comparison of area, power, and delay 
of existing compressors compared to the proposed designs 
for 90 nm. We have extended our proposed approximate 
MWTM to two more variants 16 bit and 32-bit. Electrical 
performance of 16-bit and 32-bit MWTM and WTM using 
proposed approximate compressor deisgn_p1 and design_p2 
are also shown in Tables 7 and 8.

From Table 7, it is observed that the 8-bit MWTM with 
Design_p1 and Design_p2 reduce delay and power com-
pared to that of MWTM with remaining Existing Compres-
sors. Further, 8-bit MWTM with Design_p1 and Design_p2 
reduced delay and power on an average of 55.37%-10% and 
13.78%-13.03% compared to MWTM with remaining Exist-
ing 12 Approximate Compressors.

Moreover, from Table 1, it is observed that the 16-bit 
MWTM with Design_p1 achieves reduced energy by nearly 
6.43%-0.47%, respectively, compared to that of MWTM 

Table 6  Comparison of 
error metrics of 8-bit width 
conventional Wallace Tree 
Multiplier (WTM) using 
proposed compressors and with 
existing designs

WTM_8bit

Design No MED WCE MRED NED ED Accuracy

Design1 [28] 3291.372 19296 4.07E-06 0.171 2.1402E + 08 78.48
Design2 [28] 4102.636 18640 4.21E-06 0.220 2.6677E + 08 73.18
Design3 [2] 3428.123 8568 2.87E-06 0.400 2.2291E + 08 77.59
Design4 [2] 3402.944 16600 4.33E-06 0.205 2.2128E + 08 77.75
Design5 [35] 3402.944 16600 4.33E-06 0.205 2.2128E + 08 77.75
Design6 [35] 1401.198 9728 1.55E-06 0.144 9.1113E + 07 90.84
Design7 [35] 3335.504 13864 3.02E-06 0.241 2.1689E + 08 78.19
Design8 [35] 5896.186 17952 9.65E-06 0.328 3.8340E + 08 61.45
Design9 [35] 7301.613 18080 5.27E-06 0.404 4.7479E + 08 52.26
Design10 [35] 3499.809 11584 3.25E-06 0.302 2.2758E + 08 77.12
Design11 [35] 4009.423 10256 5.41E-06 0.391 2.6071E + 08 73.78
Design12 [35] 3335.504 13864 3.02E-06 0.241 2.1689E + 08 78.19
Design_p1 7969.972 18960 5.27E-06 0.420 5.1825E + 08 47.89
Design_p2 1040.082 7168 4.04E-08 0.106 2.6063E + 06 98.74
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with Design3, Design6, Design7 and Design11. The 16-bit 
MWTM with Design_p1 achieves nearly average value of 
3.12%-0.11% and 6.59%-0.28% reduced to power and delay, 
respectively, compared to 16-bit MWTM with Design6, 
Design7 and Design12.

Similarly, it is observed that the 32-bit MWTM with 
Design_p2 consumes lesser power of about 27.99%-8.98% 

compared to that 32-bit MWTM with Design1-Design12 
respectively. It is also noted that the MWTM with Design_
p1 offer better values of power and delay in minimum input 
operands. It is also observed that MWTM with Design_p1 
offer better values of power in higher order multiplier design.

Table 8 shows the synthesis results in terms of power, 
area, energy, and delay.

Table 7  Design Metrics 
Comparison of MWTM with 
Existing and Proposed 4–2 
Compressors

Bit-Width Metrics Area (µm2) Power (mW) Delay (ns) PDP (fJ)

8-bit Design1 [28] 1920 13.93 2.78 38.73
Design2 [28] 1920 13.93 2.78 38.73
Design3 [2] 2030 16.11 3.35 53.97
Design4 [2] 1220 10.54 2.92 30.78
Design5 [35] 1220 10.54 2.92 30.78
Design6 [35] 2210 16.12 3.08 49.65
Design7 [35] 2061 16.25 2.94 47.78
Design8 [35] 1929 16.23 2.78 45.12
Design9 [35] 2030 13.92 2.91 40.51
Design10 [35] 2030 13.71 2.91 39.89
Design11 [35] 2061 16.16 2.89 46.71
Design12 [35] 2061 16.25 2.94 47.78
Design_p1 1987 16.14 2.88 46.49
Design_p2 2422 14.01 6.69 93.73

16-bit Design1 [28] 8567 15.84 7.36 116.59
Design2 [28] 8567 15.84 7.36 116.59
Design3 [2] 9606 18.92 7.89 149.28
Design4 [2] 5769 12.12 7.37 89.33
Design5 [35] 5769 12.12 7.37 89.33
Design6 [35] 9726 19.56 7.41 144.94
Design7 [35] 9133 19.23 7.39 142.11
Design8 [35] 8603 18.97 7.37 139.81
Design9 [35] 9006 15.99 7.36 117.69
Design10 [35] 9006 15.65 7.36 115.19
Design11 [35] 9133 19.09 7.35 140.32
Design12 [35] 9133 19.23 7.39 142.11
Design_p1 8836 18.95 7.37 139.67
Design_p2 10574 20.09 10.79 216.78

32-bit Design1 [28] 36076 68.56 15.26 1046.23
Design2 [28] 36076 68.56 15.26 1046.23
Design3 [2] 37832 81.91 15.48 1267.97
Design4 [2] 24886 53.79 15.27 821.38
Design5 [35] 24886 53.79 15.27 821.38
Design6 [35] 40714 84.47 15.29 1291.55
Design7 [35] 38340 83.45 15.29 1275.96
Design8 [35] 36121 72.45 15.26 1105.59
Design9 [35] 37832 68.59 15.25 1045.99
Design10 [35] 37832 66.83 15.25 1019.16
Design11 [35] 38340 82.62 15.25 1259.96
Design12 [35] 38340 83.45 15.25 1272.62
Design_p1 37153 82.02 15.20 1246.71
Design_p2 44097 60.83 16.58 1008.57
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From Table 8, it is observed that the 8-bit WTM with 
Design_p1 and Design_p2 reduce delay and power compared 
to that of WTM with remaining Existing Compressors. Fur-
ther, 8-bit WTM with Design_p1 and Design_p2 reduced 
delay and power on an average of 14.7%-3.83% and 15.24%-
5.7% compared to MWTM with remaining existing 12 approx-
imate compressors. The 16-bit WTM with Design_p1 achieves 

nearly average value of 11.37%-0.01% and 2.12%-0.25% 
reduced to delay and power, respectively, compared to 16-bit 
WTM with remaining existing 12 approximate compressors.

Similarly, it is observed that the 32-bit WTM with 
Design_p2 consumes lesser delay of about 12.35%-7.38% 
compared to that 32-bit WTM with Design1-Design12 
respectively. It is also noted that the WTM with Design_p2 

Table 8  Design Metrics 
Comparison of Wallace Tree 
Multiplier with Existing and 
Proposed 4–2 Compressors

Bit-Width Metrics Area (µm2) Power (mW) Delay (ns) PDP (fJ)

8-bit Design1 [28] 1947 14.36 3.61 51.84
Design2 [28] 948 99.92 2.86 285.77
Design3 [2] 948 99.92 3.82 381.69
Design4 [2] 1970 16.15 3.56 57.49
Design5 [35] 2148 15.83 3.56 56.35
Design6 [35] 2160 14.55 3.56 51.80
Design7 [35] 1798 13.63 3.82 52.07
Design8 [35] 364 6.00 3.82 22.92
Design9 [35] 1895 19.61 3.39 66.48
Design10 [35] 1717 120.85 2.59 313.00
Design11 [35] 1861 19.85 3.63 72.06
Design12 [35] 1699 21.94 2.60 57.04
Design_p1 1893 18.48 3.57 65.97
Design_p2 1530 16.62 3.26 54.18

16-bit Design1 [28] 9366 20.02 7.89 157.96
Design2 [28] 8076 16.62 7.31 121.49
Design3 [2] 8673 16.01 7.86 125.84
Design4 [2] 4676 11.23 7.87 88.39
Design5 [35] 4676 11.23 7.87 88.39
Design6 [35] 9527 16.97 7.86 133.39
Design7 [35] 8080 15.12 7.79 117.79
Design8 [35] 7753 23.89 7.06 168.67
Design9 [35] 8331 25.27 7.73 195.34
Design10 [35] 7683 25.14 7.69 193.33
Design11 [35] 8458 22.63 7.73 174.93
Design12 [35] 7819 23.03 7.79 179.41
Design_p1 8455 15.67 7.87 123.33
Design_p2 10645 24.25 7.92 192.06

32-bit Design1 [28] 39273 87.39 15.81 1381.64
Design2 [28] 34114 83.54 15.21 1270.65
Design3 [2] 36500 70.02 15.77 1104.22
Design4 [2] 20514 51.66 15.76 814.17
Design5 [35] 20514 51.66 15.76 814.17
Design6 [35] 39915 74.46 15.77 1174.24
Design7 [35] 34126 66.33 15.69 1040.72
Design8 [35] 32818 119.61 14.96 1789.37
Design9 [35] 35131 125.99 15.66 1973.01
Design10 [35] 32539 123.25 15.59 1921.47
Design11 [35] 35640 113.26 15.66 1773.66
Design12 [35] 33085 162.72 15.64 2544.95
Design_p1 35628 68.61 15.77 1081.98
Design_p2 44382 58.24 13.86 807.21
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offer better values of power in minimum input operands. 
It is also observed that WTM with Design_p1 offer bet-
ter values of power and delay in higher order multiplier 
design.

5.3  Application in Image Processing

We considered image blending, smoothening in this section 
to inspect the behaviour of approximate multipliers in typi-
cal applications that are resistant to errors. Here we have 
not reported the design proposed by various authors whose 
accuracy is very low.

5.3.1  Image Blending

Image blending is the technique used to combine two dif-
ferent images. Here we have taken images of two sizes 256 
× 256 and 512 × 512 each of 8-bit width and 16-bit width 
respectively. Image blending is obtained multiplying two 
different images pixel by pixel. We have a performed pro-
cessing using proposed approximate multiplier on standard 
images and compared with the exact multiplier. Consider 
G(i,j) is the output image and the input images are denoted 
as X(m,n) and Y(m,n).

Here m,n are the input pixel values and I,j are the output 
image pixel values.

Figure 6a and b shows the two input test images and 
Fig. 6c to g shows the blended images obtained from the 
exact multiplier, proposed approximate MWTM and the 
existing approximate designs specified in [28], [2], and [35].

5.3.2  Image Smoothening

Smoothening is process which provides a blur effect and 
also reduces the noise. We have used the Gaussian mask for 
kernel convolution. Gaussian blurring is the preprocessing 
step in computer vision applications. In real time image pro-
cessing applications convolution and multiplication are the 
vast resource consuming operations. An efficient hardware 
design for convolution is definitely remarkable research in 
the field of real time image processing.

Following is the expression for Gaussian Smoothening.

Here x,y are pixel values and � is the standard deviation.
The output image after smoothening is given by X (i, j) 

and the expression for smoothening using gaussian mask as 
denoted by kernel is given in Eq. (15).

(13)G(i, j) = X(m, n) × Y(m, n)

(14)G(x.y) =
1

2��2
e
−

(x2+y2)

2�2

where, kernel = 

⎡⎢⎢⎢⎢⎢⎣

1 4 7

4 16 26

7 26 41

4 1

16 4

26 7

4 16 26

1 4 7

16 4

4 1

⎤⎥⎥⎥⎥⎥⎦

.

Here in Gaussian smoothening, multiplication opera-
tion is done using approximate circuit. Whereas, addition 
and subtraction operations are exact. Smoothening is done 
using MWTM. Figure 7 shows some results obtained after 
performing filtering on standard images of 256 × 256 size. 
Table 9 gives performance analysis based on PSNR and 
SSIM values for different filtered images. Figure 7 shows 
the Gaussian Smoothed images obtained using approximate 
MWTM for standard images.

(15)
X(i, j) =

1

256

∑2

x=−2

∑2

y=−2
X(i + m, j + n).kernel(m + 3, n + 3)

Fig. 6  Image Blending results for sample images a) input image1 b) 
input image2 c) exact output d) Design_p1 e) Design_p2 f) Design1 
[28] g) Design4 [2] h)Design6 [35] i) Design7 [35] j) Design8 [35] 
k) Design10 [35] l)Design11 [35]
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6  Conclusion

This paper discussed the designs of two approximate com-
pressors and their implementation in modified Wallace 
Tree. The proposed approximate compressors accuracy is 
high compared to existing approximate compressors. The 

approximate compressor design_p1 and design_p2, proved 
to be efficient in terms of power, area, and delay compared to 
existing and moreover, the MED, WCE, MRED, NED, ED 
achieves better values for the proposed approximate com-
pressors, and MWTM. The proposed approximate compres-
sors and MWTM are analyzed for image blending, image 
smoothening and edge detection applications. 8-bit MWTM 
shows that on an average the delay and power are reduced in 
the range of 10%–55.37% and 13.03%–13.78% when com-
pared to existing multipliers. Moreover, for 16-bit MWTM 
shows that on an average the delay and power are reduced 
in the range of 0.11%–3.12% and 0.28%–6.59%. And 32-bit 
MWTM shows that on an average the power is reduced in the 
range of about 8%–27.99%. The architecture proposed can be 
further extended to real time image processing applications.
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Table 9  Performance analysis 
of MWTM using proposed and 
existing designs for Gaussian 
Filtering

Lena Cameraman Girl
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Design6 [35] 0.101 58.09 0.2496 0.005 71.00 0.7589 0.006 70.38 0.8397
Design7 [35] 0.299 53.38 0.3031 0.344 52.77 0.3260 0.018 65.68 0.7246
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