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Abstract
Offline and online built-in self-test (BIST) designs are low-cost platforms to test very complex modern chips. The offline BIST 
design embeds the test pattern generator (TPG) into the chip to be activated in the test time. On the other hand, the online 
(or concurrent) BIST design eliminates the TPG and utilizes the system’s input vectors to accomplish the test process. This 
paper proposes a BIST design that supports both online and offline tests. In the online part of the design, a selector module 
passes the input vectors which belong to a pre-computed test set to the reduction part. The test set contains the test vectors, 
which generate 0 remainders in the division by the LFSR’s polynomial of the selector. In the concurrent test latency (CTL) 
aware design, the size of the test set is expanded by adopting the selecting part to select the test vectors which generate the 
same remainders in the division by two different polynomials. The internal TPG of the offline part is realized based on the 
HW-aware test set using the shifted versions of LFSR’s polynomial and XORing their contents. The reduction part compresses 
the widths of the current test vector and the related CUT outputs. The compactor LFSR compresses the test vectors so that the 
resulted remainders would be different for all test vectors to solve the masking problem. The small size of the test set and the 
compacting test vectors resulted in a tremendous reduction of hardware overhead. The proposed method imposes less than 
6% and 28% hardware overhead for large size and very large size circuits, respectively. The simulation results for ISCAS 85, 
ISCAS 89, and ITC99 benchmark circuits showed that our proposed BIST design outperforms the previous state-of-the-art in 
both hardware overheads. Furthermore, the CTL reduces 100 times by the proposed CTL-aware approach on average.
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1 Introduction

WITH the advent of Very Large System Integration (VLSI), 
the fault occurrence increase in modern chips [9, 22]. The 
Built-in self-test (BIST) is an efficient technique to detect 
and diagnose such faults. The main advantage of BIST 
design is embedding the required test modules into the 
chip, which eliminates the inter-chip communications and 
improves the system's reliability [1]. BIST reduces the test 
process cost and allows testing the main circuit independent 
of high cost and low-speed automatic test generator (ATG) 
equipment [28]. Economic benefits of BIST results in devel-
oping BIST platforms for mixed-signal chips such as data 

converters (ADC and DAC) and system on chip platforms 
(SoCs) [7, 17, 18].

Built-in self-test (BIST) approaches are classified 
into offline and online categories [1]. In the offline-BIST 
design, the regular operation of the circuit under test (CUT) 
stalls, then a test pattern generator (TPG) applies test vec-
tors to the CUT's inputs. An output response analyzer 
(ORA) decides every test vector's pass/fail state. After 
completing the test process, the circuit returns to normal 
mode. The TPG of offline BIST design is implemented by 
one of the exhaustive, pseudo-random, and deterministic 
approaches [2, 10, 14]. Developing efficient offline-BIST 
design is an active area of research; for example, several low 
power (LP) BIST methods have been developed recently in 
[3, 15, 24].

Two main drawbacks of offline BIST are as follows. 
First, the offline approach cannot detect temporary faults 
that frequently occur in modern VLSI chips. Second, the 
regular operation should stall to perform the offline test 
that degrades the performance of the CUT.
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The online BIST approach solves the above problems 
utilizing the applied input vectors to test the CUT. The test 
operation proceeds in CUT’s normal mode, so the circuit 
doesn’t stall. Furthermore, the continuous test process of 
the online BIST approach would increase the detection 
probability of intermittent and transient faults [6, 8, 12, 
31].

The online BIST design employs a selecting part to 
select the input vectors which belong to a pre-computed 
test set [11]. Generally, the pre-computed test vectors are 
stored in a memory, and then the incoming input vector 
is compared with one or multiple test vectors. If the input 
vector matches the related test vector, then the output vec-
tor of CUT is compared with the expected vector to deter-
mine CUT's fail/pass state.

A significant drawback of the online BIST approach 
is its long test time completion. Moreover, the hardware 
overhead of the selection part may be very high. Various 
online BIST designs have been presented to handle these 
two problems. Some deal with the hardware overhead, 
while others simultaneously test time and hardware over-
head. The following section will introduce a brief review 
of the previous designs.

This paper proposes a BIST design that can perform 
both offline and online tests. Switching between offline 
and online test modes is on user demand. Whether the 
current input vector belongs to the pre-computed test 
set or not is determined using an LFSR. So, the memory 
overhead regarding the pre-computed test set registration 
is eliminated. Moreover, there is no need to compare the 
input vector with the active test vector. In the next step, 
the selected input vector and the related output vector are 
compressed based on two different LFSRs. The chosen 
input vector is applied to a compact version of CUT (called 
golden circuit (GC)), and finally, a comparator compares 
the output of the golden circuit with the compacted version 
of CUT's output to decide the fail/pass state of the system. 
A low-cost TPG is employed to test the CUT when offline 
test mode is selected. A multiplexer connects the TPG's 
output to the CUT's inputs in this mode. The offline test 
is completed in a short time. Then the system returns to 
the online mode by connecting the CUT's inputs to the 
primary inputs using the multiplexer.

The rest of the paper is as follows: in Sect. 2, the related 
works are described. Due to the critical role of the LFSR 
in the proposed method, the associated preliminaries are 
presented in Sect. 3. In Sect. 4, the proposed BIST design 
is presented. Then its application to a case study will be 
reported in Sect. 5. The comparison results with some of the 
previous methods are reported in Sect. 6. Finally, the paper 
is concluded in Sect. 7.

2   Related Work

Hardware overhead and CTL (the time required to com-
plete the test in online mode) are two critical metrics for 
assessing the concurrent BIST designs. Therefore, we 
evaluate the state-of-the-art methods according to these 
metrics.

The most straightforward online BIST architecture is 
duplication design, wherein the input vector is applied to 
the CUT and its copy. A comparator checks the equality of 
two circuits’ output vectors for every applied input vector. 
The CTL of duplication design is minimum because all 
system input vectors belong to the test set. However, its 
hardware overhead is more than 100% (CUT’s copy and 
the output verifier).

Another viewpoint of online BIST is to use a pre-deter-
mined test set. The test vectors in the pre-computed test 
set are selected so that a pre-requisite fault coverage is 
guaranteed [20, 21, 27]. If the number of circuit’s input be 
small, then the test set contains all input vectors (exhaus-
tive test). Composition of test set can be done using a test 
generation algorithm, or the test vectors may be selected 
randomly [29, 30].

CBIST [22] is one of the early concurrent BIST designs. 
A test vector from the test set is selected as the active test 
vector, and selecting part waits until it occurs in the cir-
cuit’s primary inputs. When the comparison of the output 
vector with the expected output vector is completed, the 
fail/pass state of the circuit is determined. The next test 
vector from the test set is considered the active test vec-
tor. The above process is repeated until all test vectors are 
checked. The main drawback of CBIST is high concur-
rent test latency (CTL) due to the unpredictable wait time 
of matching the active test vector with the circuit’s input 
vector.

Multiple Hardware Signature Analysis Tech-
nique  (MHSAT) [20],  Order Independent Signature 
Analysis Technique  (OISAT) [21], windowed-Compar-
ativeConcurrent BIST (WCBIST) [27], and RAM-based 
Input Vector Monitoring Concurrent BIST (R-CBIST) [29] 
try to alleviate the high CTL of CBIST through increas-
ing the number of active test vectors. The probability of 
matching CUT’s input vector and multiple active test vec-
tors is much higher than matching with only one active 
test vector. It is worth noting that the test set of all the 
abovementioned techniques is generated based on pseudo-
random algorithms. In large CUTs, the test set would be 
large, resulting in impractical CTL.

In MHSAT [20], the active test set consists of L active 
test vectors, which L LFSRs produce. A hit occurs when 
the input vector matches any active test vector. The related 
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LFSR proceeds to the next state, and the corresponding 
response verifier implemented by Multiple Input Shift 
Registers (MISR) is activated. When all LFSRs sweep 
their states the test would be completed. OISAT [21] 
takes similar L LFSR for active test vector generation but 
utilizes the Accumulator-Based Compaction (ABC) as a 
response verifier.

The w-CBIST [27] divides all possible input vectors 
into windows containing W vectors. In each step, a window 
is considered an active window, and the matching of the 
current input vector with the vectors belonging to the test 
vectors in the active window is examined. The test will be 
completed when all windows are processed.

Some concurrent BIST designs are based on a pre-
computed test set in which the test vectors are selected by 
deterministic TPG algorithm [5, 13, 16, 19, 26–28]. These 
techniques decrease the size of the test set, and the CTL 
reduces to some extent.

BICST [23] consists of a concurrent test circuit (CTC) 
as a pattern detector implemented by a programmable logic 
array (PLA). The number of inputs (n) and outputs (m) 
of CTC and CUT is equal. Whenever a test vector occurs 
in the CUT’s input port, the comparator (output verifier) 
makes the pass/fail decision by comparing the CUT and 
CTC outputs.

MICSET [28] architecture improves the BICST design by  
adding an offline test mechanism and modification of the 
pattern detector. Suppose that the test set contains T n-bit 
test vectors. First, a T × n test matrix is generated and based 
on a greedy algorithm, t  (log2T < t < T) different columns of 
the test matrix are selected such that all T t-tuples are dis-
tinct. These t columns direct the remaining (n-t) bits of test 
vectors constructed by the OR-plane module. In the offline 
mode, a set of 2 × 1 multiplexers connect the generated test 
vectors by the t-stage counter and (n-t)-bits from an OR-
plane to the CUT inputs. Consequently, the MICSET would 
support both online and offline test modes.

Both BICST and MICSET have a high hardware over-
head. Furthermore, due to the extra low probability of pre-
computed test vectors occurrence in each clock cycle, the 
CTL is impractical for circuits with more than 40 primary 
inputs [28]. The authors of [26] use SRAM cells to monitor  
test vectors. This design's hardware overhead and CTL are 
more efficient than the previous input vector monitoring 
approaches.

NEMO [25] and later a cost-efficient NEMO [32] pro-
posed to reduce the area overhead. Figure 1 illustrates the 
schematic of NEMO. The number of pre-computed test 
vectors is T (T < <  2n), which are detected by a decod-
ing module (D). The multi-level decoder is implemented 
by 2-input AND gates wherein if one of the test vectors 
occurs in the input of CUT; the related output is set to 1. 
The CALC module generates the compacted versions of 

related CUT outputs to reduce the hardware overhead. On 
the other side, a space compactor (SC) compresses the 
width of the CUT output vector from m to q bits. These 
compacted versions of CALC and SC modules are com-
pared and, the fail/pass state of the system is reported. The 
output of the OR module equals 1 only when one of the 
T outputs of the decoder is 1 (which means a test vector 
occurs in the primary inputs).

NEMO's space compactor (SC) is realized using the 
methodology represented in [4], which requires the CUT's 
details. So, if these details are not available, constructing 
SC would be infeasible. This problem has been solved in 
cost-efficient NEMO (CE-NEMO) utilizing another decoder 
instead of SC in the output of CUT. Furthermore, three mod-
ifications in the input side decoder have been applied, which 
result in more hardware overhead reduction:

1. A more efficient approach is applied to reduce the col-
umns of the pre-computed test set

2. When the number of distinct columns is not a power of 
2, the self pairing of unpaired columns is eliminated, and 
such columns are directly passed to the next decoding 
level.

3. The most efficient ordering of distinct columns is 
derived using a meta-hueristic optimization approach 
based on Simulated Annealing (SA).

As a problem, the hardware complexity of decoder mod-
ules in both NEMO and CE-NEMO is highly dependent on 
the number of pre-computed test vectors. Increasing the size 
of the test set would significantly increase the number of AND 
gates in multilevel decoders. Moreover, the bit-width of input 
vectors affects both hardware overhead and design complex-
ity of decoders. Due to the SA-based optimization approach 
to finding the most efficient order of inputs, the severity of 
this problem is increased for CE-NEMO. On the other hand, 
NEMO and CE-NEMO minimize hardware overhead that 
eventually results in very high concurrent test latency.

Fig. 1  NEMO schematic

109Journal of Electronic Testing (2022) 38:107–123



1 3

[13] proposed a method with low CTL and acceptable 
hardware overhead. This method (DC-based) is based on 
the idea that if the input port of CUT contains n pins, then 
there are t < n pins that cover many CUT faults. The other n-t 
pins are don't care bits. Consequently, for every combination  
of t bits, 2n-t input vectors would be recognized as test vec-
tors. Therefore, the CTL reduces significantly as well as the 
existence of don't care bits leads to more simplification in 
the pattern detector circuit. In the DC-based method, all the 
required modules to perform testing (e., g., the pattern detec-
tor and output verifier) are synthesized as a logic module.

Similar to NEMO and CE-NEMO, the hardware overhead 
of the DC-based method is highly dependent on the number 
and bit-width of pre-determined test vectors. Furthermore, 
the maximum fault coverage would be reduced by reduc-
ing the width of specified bits, so there is a compromise 
between the hardware overhead reduction and achievable 
fault coverage. On the other hand, if the number of test vec-
tors increases to reduce CTL, the hardware overhead would 
increase accordingly.

To overcome the above mentioned issues, we propose a 
BIST design wherein both online and offline test process 
are supported. These two parts are totally independent so 
the offline part can be removed to achieve more hardware 
saving.

The selecting module of the online part is constructed 
based on an LFSR. The characteristic polynomial of LFSR is 
defined to generate zero-remainder for input vectors belong-
ing to the pre-computed test set. Consequently, the complex 
decoders of NEMO, CE-NEMO, and DC-based designs 
are replaced with just an LFSR. The other advantage of the 
proposed selecting part is that by changing the test set, the 
length and polynomial of the LFSR would change, and there 
is no need to re-design the selecting part architecture.

To test the correctness of CUT’s output vector for pre-
determined test vectors, we compact both CUT’s input and 
output vectors using two LFSRs. The compressed version 
of the input vector is applied to a golden circuit which gen-
erates the correct compressed version of related CUT’s 
output. The proposed approach significantly reduces the 
design complexity of compaction and comparison modules 
of NEMO, CE-NEMO, and DC-based designs.

On the other hand, a CTL-aware approach would be 
presented, which achieves a tremendous reduction of test 
completion time by expanding the pre-computed test set. 
In summary, the contributions of the paper are as follows:

1) Developing a low hardware overhead BIST design that 
supports online and offline test modes.

2) Developing an LFSR-based approach for constructing a 
pre-computed test set for specific fault coverage.

3) Developing an LFSR-based test set selection with low 
concurrent test latency.

4) Presentation of a low hardware overhead and low test-
time offline test pattern generator.

3  Preliminaries

Because of the critical role of LFSR in the proposed method, 
the main related concepts are described in this section.

A polynomial in Galois Field algebra represents a binary 
number (e.g., byte, word, etc.). An N-bit binary number 
is converted to an algebraic polynomial of order N-1. For 
instance, the eight-bit (a byte) binary number of Sbin would 
be converted to a polynomial with order 7 according to (1).

The modular-2 Galois field addition and multiplication 
are equivalent to XOR and AND operations, respectively.

1 + 1 = 0, 1 + 0 = 1, 0 + 0 = 0
1 × 1 = 1, 1 × 0 = 0, 0 × 0 = 1
For example, the addition and multiplication of 110 and 

101 are calculated as follows:
110 = >  X2 + X
101 = >  X2 + 1
110 + 101 =  X2 + X +  X2 + 1 = 011
110 × 101 =  (X2 + X) ×  (X2 + 1) = 11,110
All the LFSRs in our proposed BIST design are Type-2 

LFSR (internal XOR LFSR). The structure of Type-2 LFSR 
is illustrated in Fig. 2, wherein k DFFs are configured in a 
right-shift register format. Some XOR gates are inserted in 
the input of DFFs to build the feedback loops. The locations 
of inserted XOR gates are determined based on the LFSR’s 
characteristic polynomial.

The characteristic polynomial is defined according to 
(2). The first term indicates that an XOR gate is always 
available in the rightmost DFF’s output. The second term 
demonstrates that a feedback loop always starts from the 
leftmost DFF’s output and ends on the rightmost DFF’s 
input. The other  Ci coefficients will be set to 1 if an XOR 

(1)
Sbin =

(

b
7
b
6
b
7
b
6
b
7
b
6
b
7
b
6

)

=> S(x) = b
7
X7 + b

6
X6 +⋯ + b

1
X1 + b

0
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Fig. 2  Type-2 LFSR architecture
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gate exists in the related location. Otherwise, the coefficient 
would equal 0.

Suppose that an N-bit binary number goes serially 
through an LFSR with k shift register. If the correspond-
ing polynomial of the N-bit binary number is G(x) and the 
characteristic polynomial of the LFSR is L(x), then the 
final content of the LFSR’s DFFs would be the remainder 
of the division of G(x) by L(x). The relationship among 
G(x), the LFSR’s characteristic polynomial (L(x)), and the 
remainder (R(x)) can be expressed by (3).

There are  2N G(x) polynomials of order N. If these poly-
nomials are divided by L(x) with the order of k, the set of 
remainders would be generated as follows.

R e m _ P o l y  =  { 0 ,  1 ,  X ,  1  +  X ,   X 2 ,  … . , 
1 + X +  X2 + … +  Xk−1}.

Every G(x) would be related to one and only one ele-
ment of Rem_Poly. In Table 1, all polynomials which gen-
erate the same remainder are put in a row. For example, all 
polynomials of G(x), which create the remainder 0 in the 
division by L(x), are put in the first row of Table 1.

(3)G(x) = L(x) = Q(x) + R(x)

4  Proposed BIST DESIGN

The overall architecture of the proposed BIST design is indi-
cated in Fig. 3. In the core of the system, the circuit-under-
test (CUT). The left part of the system is devoted to offline 
test mode, and the right part corresponds to the online test 
mode. The system's upper part consists of a test pattern gen-
erator (TPG) module and a multiplexer  (MUX1). Two input 
channels of  MUX1 are connected to primary inputs and the 
output of TPG, respectively. A control signal (Tm) defines 
the online or offline test modes. In the offline test mode 
 (Tm = 0), the  MUX1 passes the output of the TPG module 
to its output. In the online test mode  (Tm = 1), the  MUX1 
gives the primary input vector to its output. Consecutively, 
the TPG module generates the necessary pre-computed test 
vectors and applies them to the CUT.

The online part of the BIST design consists of a select-
ing part, a reduction part, a golden circuit (GC-online), and 
a comparator  (CMPonline). The selection part receives the 
input vector from the  MUX1 and decides if this input vector 
belongs to CUT’s test set. The selecting part utilizes one or 
two LFSRs for hardware overhead aware and CTL-aware, 

Table 1  Arrangement of input vectors’ polynomials in the division by L(x)

R(x)

0 L(x) xL(x) … f(x)L(x) 0
1 L(x) + 1 xL(x) + 1 … f(x)L(x) + 1 1
x L(x) + x xL(x) + x … f(x)L(x) + x x
x + 1 L(x) + x + 1 xL(x) + x + 1 … f(x)L(x) + x + 1 x + 1

G(x) of all pri-
mary inputs

xk−1 + …. + 1 L(x) +  xk−1 + …. + 1 xL(x) +  xk−1 + …. + 1 … f(x)L(x) +  xk−1 + …. + 1 xk−1 + …. + 1

Fig. 3  Schematic of the pro-
posed BIST design
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respectively. When one of the test vectors enters the selec-
tion part, two switches  (SW1 and  SW2) are closed. So, 
CUT's input vector and output would be connected to 
the reduction part. The reduction part compresses the bit 
widths of the input vector and CUT output vector using 
two different LFSRs. The size of the GC-online would be 
significantly reduced due to the mapping of the compressed 
versions of the input vectors and the corresponding out-
put vectors. The GC-online is synthesized to generate the 
expected value of the compact version of CUT's outputs 
for every CUT test vector. Finally, the  CMPonline declares 
whether the CUT passes the test process for all test vec-
tors or not.

The offline part consists of the reductions, the offline 
golden circuit (offlin-GC), and a comparator. The reduction 
part contains two independent LFSRs, which compact the 
test vector and CUT’s output vector to be applpied to offline-
GC and comparator modules, respectively. The offline-GC 
is synthesized to map the compacted version of test vectors 
into the compacted version of related CUT’s output vectors. 
Finally, the comparator  (CMPoffline) declares if the generated 
output of CUT equals the expected value of GC-offline or 
not.

In the following sub-sections, we describe the details of 
the proposed BIST design.

4.1  Selecting Part Design

The selecting part passes the pre-computed test vectors 
toward the GC-online part. The pre-computed test vectors are 
defined based on single stuck-at fault coverage [1]. Various 
algorithms have been developed to determine minimum test 
vectors for achieving required fault coverage. In this paper, 
we use the LFSR properties to define the pre-computed test 
vectors as follows.

We propose hardware-aware and CTL-aware approaches 
for selecting part. In the hardware-aware (HW-aware) 
approach, we use just the vectors in the first row of Table 1 
to test the circuit. In this case, the L(x) should be defined 
so that the test vectors in the first row can reach the desired 
fault coverage. In the concurrent test latency aware (CTL-
aware) approach, the selected test vectors are defined as the 
input vectors which generate the same reminders in the divi-
sion by two different polynomials,  L1(x) and  L2(x). In this 
case, the test vectors are distributed among the elements 
of Table 1. So, the concurrent test latency (CTL) reduces 
compared with the first case.

Utilizing the above approaches, one or two LFSRs sub-
stitute the hardware resources (ROM, PLA, and the decod-
ers), which utilize to select the test vectors in previous 
studies. So, a significant hardware overhead reduction is 
achieved.

4.1.1  Hardware Overhead Aware Selecting Part

The selecting part selects the input vectors, which generate 
a 0 remainder in the division by L(x). Consequently, L(x) 
should be calculated so that the input vectors of the first 
row of Table 1 would produce the required fault coverage.

For a CUT with  Ninp (= 64) primary inputs, the total 
number of input vectors is 2Ninp(= 18 ×  1018). Suppose that 
the CUT requires at least  Ntest (= 128) vectors to reach 
the specified fault coverage. Consequently, the number of 
L(X) candidates is 2Ninp∕Ntest(= 144 ×  1015). For every can-
didate, a simulator should compute the fault coverage. It 
would be impractical to check such a tremendous number 
of options.

To address this problem, we develop the following 
approach. First, every input test vector should be satisfied 
(4), wherein f(x) is the coefficient polynomial. The sum-
mation of the order of L(x) and f(x) equals the order of 
G(x). For the L(x) of order k, a set of coefficients is defined 
according to (5). The first coefficient is zero. The last one 
is the polynomial relates to the most significant order G(x), 
which is divisible by L(x).

The optimum L(x) is derived as follows. The proposed 
algorithm starts with a set of P(x) polynomials derived 
from a TPG algorithm such as D-Alg. A TPG algorithm 
selects a set of input vectors based on the circuit’s topol-
ogy and the fault modeling. The goal of the TPG algorithm 
is to achieve a specified fault coverage. In the ideal case, 
an L(x) would be found which all of these P(x) polynomi-
als are divisible. If such an L(x) exists, then definitely our 
LFSR-based selector passes all of the elements of the test 
set. Elsewhere, we should choose the most suitable one in 
the maximum number of P(x) polynomials that are divis-
ible, and the necessary fault coverage is achieved.

The following steps are applied to select the most effi-
cient L(x) (Fig. 4):

1. Run D-ALG and extract the required input test vectors 
 (SD-ALG = {P1,  P2, …,  P#test_vecD-ALG}) to achieve the 
specified fault coverage (FC).

2. Based on the number of D-ALG’s test vectors (#test_
vecD-ALG), construct the L(X)’s coefficient polynomial 
set. For example, if #test_vecD-ALG = 100, then the small-
est set of coefficients would be  SCoeff = {x, x + 1,  x2, …, 
 x6 +  x5 +  x2} which contains 100 different coefficients.

3. In the first iteration, for each input vector  Pi, we derive 
the  Li,j(X) by dividing  Pi(X) by the j’th coefficient in 

(4)G(x) = f (x) × L(x)

(5)
Scoeff = {0, 1, x, x + 1, x2, x + x2, 1 + x + x2,… ., 1 + x +… .xn−k}
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 Scoeff. Then save these polynomials in the M_L matrix. 
A matrix element could be zero if  Pi(x) is smaller than 
the j’th coefficient or the j’th coefficient is not divisible 
by  Pi(x).

4. Determine the different polynomials in the M_L matrix. 
Then sort these polynomials by the number of repeti-
tions in the M_L matrix.

5. Select the top polynomial of the sorted list as L(X), and 
construct the first column of Table 1.

6. Run the fault coverage simulator (e.g., ATALANTA) 
using the generated test vectors in step 5.

7. If desired fault coverage is achieved, the algorithm will 
be terminated, else add the following polynomial to 
 Scoeff and go back to step 2.

In Fig. 5, the number of required test vectors to achieve 
90% fault coverage for random TPG, a deterministic TPG 
algorithm (D-ALG), and the proposed method is presented. 
For test pattern generation and fault simulation, we use 
ATALANTA and ModelSim, respectively.

The number of selected test vectors is greater than 
the number of the test vectors for the deterministic TPG 
algorithm and is less than the number of the random TPG 

test vectors. Consequently, as a complex and hardware 
demanding module in most of the state-of-the-art meth-
ods, the pattern detector is replaced by two LFSR's and 
a comparator (selecting part). As a worth-noting point, 
the comparator in the HW-aware's selecting part is just a 
NOR gate where the output is set to 1 if all LFSR bits are 
set to 0.

Start
Run D-Alg
To construct
SD-ALG

Construct SCoeff
i=1,
j=1

M(i,j) = Lij(x) j<no. of coeffj++ i++,
j=1

i < #test_vecD-

ALG

Sort the polynomial
ofM

Set the L(x) with the
top polynomial

Construct test set
using L(x)

Reach the
desired FC END

Eliminate L(x) from
ranked list

Lij(x)=Pi(x)/Scoeff,j(x)

Yes
Yes

Yes

No

No

No

Fig. 4  The flowchart of the most efficient selector polynomial
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Fig. 5  The number of test vectors for various methods
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4.1.2  CTL Overhead Aware Selecting Part

Concurrent test latency (CTL) is the elapsed time for all test 
vectors occurrence in the primary inputs. there are three 
assumptions to compute the CTL [22]:

1. An input vector applies to the CUT in every clock cycle.
2. In each clock cycle, all input vectors are likely to occur 

with the same probability.
3. The occurrence probability for any input vector is inde-

pendent of the occurrence of the others.

Assume that the number of test vectors to detect the 
acceptable number of faults is T. The probability of occur-
rence of i numbers of test vectors in a clock cycle is defined 
as the hit of i test vectors, h(i) = i∕2n (n is the number of 
CUT's inputs). The number of clock cycles required to occur 
i numbers of test vectors is 2n∕i . Therefore, the CTL is given 
by

In the proposed HW-aware method, suppose that the 
number of test vectors to achieve acceptable fault coverage 
is m. Therefore, the CTL for the proposed HW-aware method 
is calculated according to Eq. (3)

As proved by simulation in [28], the CTL has an accept-
able value for the circuits containing less than 40 inputs. 
Otherwise, the CTL would be impractical. In this paper, a 
CTL-aware concurrent BIST design is proposed. The overall 
scheme of this design is indicated in Fig. 1. The main differ-
ences in comparison with HW-aware design are as follows.

In the selection part, we inserted 2 LFSRs with different 
primary polynomials,  L1(x) and  L2(x). When an input poly-
nomial G(x) enters these LFSRs, the comparator allows the 
 SW1 and  SW2 to be connected if both remainders are equal. 

(6)CTL =
�T

1

1

h(i)
= 2

n
∑T

1

1

i

(7)CTL =
∑m

1

1

h(i)
= 2

n
∑m

1

1

i

Consequently, only those polynomials are selected which 
have the (8) formation.

Such polynomials generate the same remainder (R(x)) in 
the division by  L1(x) or  L2(x). the maximum order of R(x) 
would be the minimum order of  L1(x) and  L2(x).

We arranged the selected test vectors according to Table 2 
to prove the CTL reduction in the proposed design. The 
selected test vectors in each column of Table 2 are not very 
different. For example, in the second column,  L1(x)L2(x) is 
only different in 1 bit with all vectors {L1(x)L2(x) + 1,  L1(x)
L2(x) + X,  L1(x)L2(x) +  X2, …}. Consequently, the resulted 
fault coverage regarding the test vectors in the same columns 
does not vary significantly. This point could be interpreted 
as if any test vector in column c of Table 2 occurs, and then 
we would accept that all test vectors of the column are con-
tributed in the test process, approximately. This proposition 
leads to a significant reduction in CTL, as described below.

The main modification is related to the h(i) calculation. 
Suppose that the number of selected test vectors in HW-
aware design equals the number of columns of Table 2. 
In HW-aware design, the probability of reception of one 
selected input vector in every clock would be 1/2n. In the 
CTL-aware design, the hit of a test vector is changed to the 
hit of a column. Moreover, the test completion of the online 
approach is changed from receiving all selected test vectors 
in HW-aware design to receiving at least one test vector from 
every column of Table 2 in the CTL-aware design.

Ultimately, the probability of receiving a test vector from 
a specific column would be  2 k/2n and, the related CTL is 
computed according to (9).

Consequently, the CTL of the proposed CTL-aware 
design is  2 k times smaller than the HW-aware design.

Assume that m(x) is a polynomial with order a ( = log
2
m) . 

Then, m(x).L1(x).L2(x) has order n-1 (n is the number 

(8)G(x) = m(x)L
1
(x)L

2
(x) + R(x)

(9)CTL =
∑m

1

1

h(i)
=
∑m

1
(
2
n

2k
×
1

i
) = 2

n−k ×
∑m

1

1

i

Table 2  Arrangement of test vectors polynomials in the division by  L1(x)  L2(x)

R(x)

0 L1(x)L2(x) x  L1(x)L2(x) … f(x)  L1(x)L2(x) 0
1 L1(x)L2(x) + 1 x  L1(x)L2(x) + 1 … f(x)  L1(x)L2(x) + 1 1
x L1(x)L2(x) + x x  L1(x)L2(x) + x … f(x)  L1(x)L2(x) + x x
x + 1 L1(x)L2(x) + x + 1 x  L1(x)L2(x) + x + 1 … f(x)  L1(x)L2(x) + x + 1 x + 1

G(x) of CTL-
aware Test 
set

xk−1 + …. + 1 L1(x)L2(x) +  xk−1 + …. + 1 x  L1(x)L2(x) +  xk−1 + …. + 1 … f(x)  L1(x)L2(x) +  xk−1 + …. + 1 xk−1 + …. + 1
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of CUT’s inputs). So, the sum of  L1(x) and  L2(x) orders 
would be n-1-a. As mentioned before, the number of rows in 
Table 2 (= k) is determined by the minimum order of  L1(x) 
and  L2(x). The most efficient value for the CTL occurs when 
both  L1(x) and  L2(x) have equal orders (i.e., k = (n-a-1)/2). In 
this case, the CTL would be calculated using (10).

On the other hand, in [28], the practical value for CTL is  
achieved for n’ < 40 in (7). By Comparing (7) with (10), 
in the proposed design, the upper bound of the input size 
extends from 40 to 80 – a.

nmax' =  (nmax + a + 1)/2
40 =  (nmax + a + 1)/2
80 =  nmax + a + 1
n > 80 – a
The CTL-aware design can be implemented by more 

than two LFSRs. Note that utilization of more than two 
LFSRs imposes more restrictions on the test vectors. 
For example, the input vectors which generate an equal 
remainder in the division by  L1(x),  L2(x), and  L3(x) would 
belong to the test set. Consequently, the most expanded 
test set (with the lowest CTL) is achieved when applying 
two LFSRs for selecting part.

Finding the optimum  L1(x) and  L2(x) is accomplished 
using the algorithm of Fig. 4. The initial  L1(x) and  L2(x) 
are selected to satisfy the condition of the mentioned case 
(i.e., k = (n-a-1)/2). Then the multiplication of  L1(x) and 
 L2(x)  (L1(x)L2(x)) acts as L(x) of Fig. 4’s algorithm. If 
the required fault coverage is achieved, then the algorithm 
terminates. Elsewhere, the orders of  L1(x) and  L2(x) poly-
nomials are increased, and the previous steps are repeated.

Test vector bit-width reduction and construction of 
golden circuit (GC) are similar to the HW-aware design 
counterparts. The only difference is that the number of test 
vectors in the CTL-aware design equals the total number 
of vectors in Table 2. By increasing the number of selected 
test vectors in CTL-aware design, the size of GC would be 
larger than the HW-aware counterpart. Generally, reduc-
ing CTL results in incrementing the hardware overhead in 
CTL-aware design.

4.2  Offline TPG

In the offline test mode, the  MUX1 passes the output of 
the offline TPG to the CUT input pins. As mentioned in 
Sect. 3.1, the input vectors of the first row of Table 1 
would act as the pre-computed test vectors. So, we design 
the offline TPG to generate these test vectors in minimum 
time.

(10)

CTL = 2
n−(n−a−1)∕2 ×

∑m

1

1

i
= CTL = 2

(n+a+1)∕2 ×
∑m

1

1

i

All pre-computed test vectors are in the form of f(x)L(x), 
wherein f(x) is the set of all polynomials with order less 
than or equal n-k. The general form of f(x) of order j is 
represented in (1). Some terms are missing due to their cor-
responding  ci being 0. To generate such a polynomial, first 
of all,  xdL(x) terms should be generated, and these terms 
should be summed up. Regarding Galois Field algebra, the 
multiplications of L(x) with  xd (d > 0) would be realized by d 
times left shift of binary vector, which represents L(x). Fur-
thermore, the summation of two polynomials in the Galois 
field can be realized by XORing their corresponding binary 
vectors.

In the proposed offline TPG design, we store the n-k left-
shifted versions of L(x) in different n-bit registers  (R1,.., 
 Rn-k). The pre-computed test vectors would be constructed 
by XORing the contents of the  Ri registers. For example, the 
test vectors in the form of  (Xk +  Xk−1) L(x) are generated by 
XORing  Rk and  Rk-1 registers. The test vectors  (Xk +  Xk−2) 
L(x), and  (Xk +  Xk−1 +  Xk−2)L(x) are generated by XORing 
 (RK and  RK-2), and  (RK,  RK-1, and  RK-2), respectively.

The schematic of offline TPG for a case with 16 test vec-
tors is illustrated in Fig. 6 (this architecture is used for all 
cases with 9–15 selected test vectors). There are 4 = ⌈log

2
T⌉ 

shift registers which store L(x), xL(x),  x2L(x),  x3L(x). 
The required test vectors (L(x), xL(x), (X + 1) L(x), …, 
(X3 + X2 + X + 1) L(x)) are generated by insertion of proper 
XOR gates according to Fig. 6. The last stage of offline TPG 
is a 16 to 1 MUX and a 4-bit up-counter which passes all 16 
test vectors in 16 clock cycles.

The bit-wise XOR of two registers of width W is calcu-
lated using a parallel and a serial approach. In the parallel 
approach, W XOR gates act simultaneously and, the result is 
generated in a single clock cycle. In the serial approach, the 
contents of two related registers are copied into two left-shift 
registers. Then, an XOR gate is deployed to calculate the 
result in W clock cycles. Although its hardware overhead is 
more significant than the slower serial approach, the parallel 
approach is fast.

4.3  Reduction Part

The output of the selecting part in online test mode and the 
output of offline TPG enters the reduction part. Moreover, 
the output vector of CUT enters another port of this part. 
The goal of the reduction part is to compress the width of 
the selected test vector and the CUT's output vector for sim-
plification of GC design. To achieve this goal, we use two 
LFSRs. Each of them receives the related vector and gener-
ates a remainder according to its characteristic polynomial. 
The only constraint that should be satisfied is that the gen-
erated reminders for selected test vectors in the division by 
 Lred(x) should be different.
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Notion: if the all-selected test vectors are not divisible 
by Lred(x) (the primary assumption of the notion), then the 
all-compressed versions of selected test vectors are unequal.

Proof: The division of  Nsel_vec selected input vectors 
by  Lred(x) would result in the following equations, where 
 Qi(x) and  Ri(x) are the quotient and remainder (compressed 
version of selected input vector) of i'th input vector related 
division.

m-equations

….

We do the proof by contradiction. Assume that two of the 
remainders are equal:

The related equations for these remainders are:

According to (12) by modular 2 Galois summation 
concepts:

Then summation of (13) and (14) is

L(x) = Lred(x)Q1
(x) + R

1
(x)

xL(x) = Lred(x)Q2
(x) + R

2
(x)

(11)(x + 1)L(x) = Lred(x)Q3
(x) + R

3
(x)

m(x)L(x) = Lred(x)Qm(x) + Rm(x)

(12)Ri(x) = Rj(x)

(13)L(x)p(x) = Lred(x)Qi(x) + Ri(x)

(14)L(x)f (x) = Lred(x)Qj(x) + Rj(x)

(15)Ri(x) + Rj(x) = 0

(16)L(x)[p(x) + f (x)] = Lred(x)[Qi(x) + Qj(x)]

L(x)[p(x) + f (x)] is divisible by Lred(x)

On the other hand, the right-hand side of (17) is one of 
the selected input vectors. Because the orders of p(x) and 
f(x) are less than the order of m(x), summation of them in the 
Galois field will result in a polynomial with order less than 
or equal to their maximum orders. Due to the presence of all 
polynomials with orders less than m(x) in the selected input 
vectors, we can deduce that L(x)

[

p(x) + f (x)
]

 would be one 
of these vectors. Consequently, if two equal remainders exist 
in m-equations, then at least a test vector will divide  Lred(X), 
which contradicts the primary assumption of the notion.

The process of finding  Lred(x) is as follows. We start with 
the minimum order polynomial for which the number of 
different reminders would equal the number of test vectors. 
The various primary polynomials of the minimum order 
are tested. If one of these polynomials satisfies the primary 
constraints, then the  Lred(x) is found and, the algorithm is 
terminated. Elsewhere, the order is increased by 1 and, the 
previous step’s process is repeated. The algorithm is termi-
nated when a  Lred(x) is extracted. In the worst case, there 
is no reduction and, all test vectors maintain their origi-
nal bit-width. Even in this case, we would achieve a large 
hardware overhead reduction. This is because the GC truth 
table includes  Ntest determined min-terms, and  2Ninp-Ntest 
don’t care min-terms. Such a tremendous number of don’t 
care min-terms results in a significant reduction of GC size.

If the CUT has several output pins, then a similar reduc-
tion approach can be applied on the output side. The LFSR_
red_out in Fig. 1 is related to this case.

4.4  Compressed Golden Circuit Construction

To determine the fail/pass state of the circuit under test 
(CUT), we must construct a golden circuit (GC) wherein 
the output value equals the fault-free CUT's output value for 

Fig. 6  The test pattern genera-
tion (TPG) of the offline part R1 = L(x)

R2 = xL(x)

R3 = x2L(x)

R4 = x3L(x)

M
U

X

Up counter

116 Journal of Electronic Testing (2022) 38:107–123



1 3

every test vector. If CUT and GC generate equal values for all 
test vectors, then the system passes the test process. Various 
approaches have been developed for GC construction. For 
example, the duplication method consists of an original CUT 
copy as GC. So, the golden circuit-related overhead is 100%.

If the online test mode is implemented using the HW-
aware approach, both online and offline tests use similar test 
vectors. Consequently, the online and offline golden circuits 
are merged. An optimum mapping from the compressed 
version of test vectors and output vectors is derived using 
conventional synthesizers. The generated circuit acts as the 
GC_online of Fig. 1.

According to Sect. 3.2, the offline TPG is implemented 
based on HW-aware approach test vectors. On the other 
hand, in the CTL-aware approach, the selected test vectors 
are different from the generated test vectors by offline TPG. 
Consequently, in the CTL-aware related BIST design, we 
separate the offline and online GCs. The online GC is syn-
thesized based on the total test vectors of Table 2 and, the 
offline GC is implemented based on the first row of Table 1. 
A separate reduction part is constructed for offline test mode, 
as indicated in Fig. 1.

Based on the mentioned approaches, we can deduce that 
CTL-aware BIST design imposes a more significant hard-
ware overhead over the HW-aware design. The main reasons 
are the larger online GC (due to more test vectors of CTL-
aware design) and the additional components (offline GC 
and separate reduction part) regarding offline test mode.

5  The Detailed Design of C6288

The proposed BIST design for the C6288 benchmark circuit 
is shown in Fig. 7. C6288 consists of 32 inputs, 32 outputs, 
and 2417 logic gates. The selecting part is designed based 
on the HW-aware approach. So  LFSR1 with L(x) character-
istic polynomial is inserted in the selecting part.  LFSR2 and 
 LFSR3 in the reduction part compress the 32-bit input and 
output vectors into 4-bit and 7-bit width vectors, respec-
tively. The related characteristic polynomials are indicated 
by  Lred, in(x) and  Lred, out(x), respectively.

The golden circuit which maps the compressed version 
of test vectors to the compact version of the related output 
vectors is shown in the green-colored part of Fig. 7. Note 
that the online and offline golden circuits are merged in HW-
aware design.

Table 3 reports the hardware overhead of every module in 
the C6288 BIST design. The hardware cost of every module 
is calculated using an equivalent gate metric. The compara-
tor of selecting part is a 28-bit input NOR gate but, XOR 
gates realize the 7-bit comparator.

Based on the result of Table 3, the overhead of the online 
part is 19.25%. However, the offline part imposes a large 
hardware overhead. If the parallel approach accomplishes 
the XORing of the registers, then the total hardware over-
head raises to 105.5%. On the other hand, deploying the 
serial approach would result in a 69% hardware overhead in 
the cost of more offline test time.

Fig. 7  The proposed design for 
the C6288 benchmark circuit

c6288
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6  Simulation Results and Comparisons

In this section, the proposed method is evaluated by different 
simulation experiments. Three sets of benchmark circuits 
(ISCAS85, ISCAS 89, and ITC99) are employed. The hard-
ware overhead and CTL are the major features of every BIST 
design that must be considered. The hardware overhead is 
calculated using the gate equivalents metric, where a cir-
cuit module (a gate or DFF) is the hardware equivalent of 
some two-input NAND gates [28]. For example, an N-input 
OR gate is hardware equivalent of N numbers of two-input 
NAND gates.

In the following, we compare the proposed BIST design 
with four online BIST designs: duplication design, MIC-
SET [28], NEMO [25], CE-NEMO [32], and DC-based [13]. 
Among these state-of-the-art designs, MICSET supports 
both offline and online tests and, the other ones handle the 
online test.

6.1  The Overall Results for Benchmark Circuits

To evaluate the performance of the proposed BIST design, 
the benchmark circuits (ISCAS 85, ISCAS 89, and ITC 99) 
are divided into three different categories as follows. The 
small size circuits (SS) contain less than 2000 gates; the 
large size circuits (LS) have less than 10,000 gates and, the 
very large size circuits include up to 117,000 gates. The 
structural information for the benchmark circuits (the num-
bers of inputs, outputs, and internal modules) are reported 
in the second, third, and fourth columns of Table 4. The test 
vectors are derived using the proposed algorithm of Fig. 4. 

The test set sizes are reported in columns 5 (for 80% fault 
coverage) and 6 (for 90% fault coverage), respectively. Obvi-
ously, the size of the test set increases with increasing the 
fault coverage.

In the following columns, the hardware overheads 
of the online part in the HW-aware and the CTL-aware 
approaches are reported for 80% and 90% fault coverage 
values. Some points would be deduced as follows. First, 
the area overhead of the HW-aware approach is less than 
the CTL-aware approach in all cases. Because of the larger 
size of the test set of the CTL-aware approach, the sizes 
of selecting part and online golden circuit become larger. 
Second, the hardware overhead increases by a slight incre-
ment of fault coverage due to the increment of the test set 
when the fault coverage increases. Third, our proposed 
method generally gains a better performance by increasing 
the size of CUT. This is because of the reduction of the 
LFSRs impact on hardware overhead for larger circuits. 
For example, suppose that 3 LFSRs of size N are required 
for CUT 1, and CUT 2 with gate equivalent sizes 1000 and 
10,000, respectively. Then the LFSR-related hardware 
overhead for CUT 1 and CUT 2 would be 18 N/1000 and 

Table 3   The hardware overhead for C6288 BIST design.

Module
Number

of gates HW =
Module gates

c6288 gates

3LFSR

redLFSR

4LFSR

7-bit comp

28-bit comp

Golden Circuit

256

40

68

34

55

40

10.59

1.65

2.81

1.4

1.15

1.65

×100

19.25Concurrent 493

MUX 128 5.29

1052 43.522-bit xor (1)

TPG
32-bit xor (2)   1920 79.43

Total (1)

Total (2) 

1673

2541

69.21

105.13

Table 4   The hardware overhead for various benchmark circuits.

circuit

SS

c432
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c880

c1355
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c2670

c3540
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s344

s349

s386

s400

s420

s444

s510
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s1196

s1238

s1423

s1488

s1494

LS

c5315

c6288

c7552

s5378

s9234

s13207
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VLS

s35932

s38417

s38584

b17

b18

b19
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b22

Average

Average

Average
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7
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123
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-
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-
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-

-

66.21

-

70.36

56.35
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17.36

-

-
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29.2
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-
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-
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18  N/10000, respectively. The hardware overhead of 
LFSRs is only 10% for the large CUT 2. Fourth, the hard-
ware overhead is significantly impacted by the numbers of 
primary inputs and test vectors. For example, C6288 has 
32 primary inputs and 12 test vectors, which are signifi-
cantly smaller than 178 primary inputs and 163 tets vec-
tors of C5315 (the number of test vectors is related to the 
HW-aware approach). These differences result in a signifi-
cant reduction of hardware overhead of C6288 compared 
to C5288 despite that the size of the latter one is slightly 
smaller than the former circuit. As a worth noting point, 
the proposed BIST design is based on compaction of the 
bit-width of the input and output vectors. So, the circuits 
with the number of inputs less than 8 bits are not included 
in Table 4. Because such circuits can be tested exhaus-
tively, the test set contains all possible input vectors. As 
the last point, we conclude that the online part of our pro-
posed BIST design is most beneficial for the moderate and 
large size circuits and circuits with high primary input 
size. Figure 8 illusrates the decreasing trends of hardware 
overhead by increasing the circuit size.

The offline part of the proposed BIST design includes the 
TPG,  MUX1, and the offline golden circuit. The hardware 
overhead values are reported in Table 5. In the second col-
umn, the numbers of required registers to store the shifter 
versions of L(x) are reported that do not exceed 11 for very 
large circuits. The third column indicates the number of 
required XOR gates for every benchmark circuit.

The fourth column of Table 5 reports the required clock 
cycles and, the fifth column indicates the hardware over-
head of the parallel approach, respectively. The hardware 
overhead for large circuits is generally below 90% except 
for C5315 and C7352 circuits as well, as, for very large size 
circuits, the maximum hardware overhead is 51%. However, 
the hardware overhead in the case of small circuits is 1000% 
on average which is due to a large equivalents gate metric 
of registers and XOR gates compared to the size of CUTs.

The hardware overhead of the serial approach reduces 
significantly for all cases. The hardware overheads of LS 
circuits (unless for C5315 and C7352 circuits) are less than 
46%. For the VLS circuits, the maximum value reduces to 
21%. The same trend persuades SS circuits wherein the aver-
age hardware overhead declines to 322.6%. On the other 
hand, assuming the clock frequency equals 100 MHz, the 
maximum offline test time for parallel and serial approaches 
would be 0.0000641 and 0.002371 s, respectively.

6.2  Comparision

Our proposed design is compared with previous methods 
in three cases. In the first case, the hardware overhead of 
the online part of the proposed design is compared with 
NEMO, modified NEMO, and DC designs. All of these 
designs support only online tests. The comparison results 
are reported in Tables 6 and 7, wherein the numerical 
results of previous studies are taken from the published 

Fig. 8  The HW-overhead trend 
in the proposed design
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papers. So some of the benchmark circuits have been 
dropped from the tables.

The hardware overheads of the online part of the pro-
posed BIST design and DC-based design are reported in 
Table 6 (for both cases of fault coverage values (80% and 
90%)). The related graphical representation is illustrated in 
Fig. 9. The DC-based BIST design outperforms HW-aware 
and CTL-aware approaches for SS circuits. This is due to 
the tremendous impact of LFSRs on hardware overhead in 
our design. But for large and very large circuits wherein 
the LFSRs impact diminishes, the hardware overhead of 
the HW-aware approach is significantly smaller than DC-
based design (approximately 10% on average). Moreover, 
the CTL-aware hardware overhead approximately equals 
the DC-based design. The difference between the proposed 
BIST design and the DC-based one is evenly increased to 
35% in the last two rows of Table 6 (s13207 and s15850).

Table 7 and the corresponding illustration in Fig. 10 
indicate that both NEMO and CE-NEMO have a signifi-
cant hardware overhead than the online part of our proposed 
BIST design. The CE-NEMO reduces the hardware over-
head of NEMO by almost 7% on average. However, except 
for limited cases such as s349 and C6288 circuits, the hard-
ware overhead of CE-NEMO and NEMO are greater than 
both HW-aware, and CTL-aware approaches. According to 
Fig. 10, there is a small imrovment in CE-NEMO compared 

Table 5   The hardware overhead for the offline part.

Circuit required SR =
GC’s inputs
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 HW (%)
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-

-
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-
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Table 6   The hardware overhead comparison with DC-based Design.
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Table 7   The hardware overhead comparison with NEMO approaches.
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to NEMO and the irregular behavior in hardware overhead 
is apparent for NEMO and CE-NEMO.

As mentioned before, MICSET is the only BIST design 
that supports both offline and online test modes. The com-
parison between our proposed BIST design and MICSET is 
reported in Table 8, wherein the related data of MICSET are 
taken from [13]. The results demonstrate that the proposed 
BIST design has a lower hardware overhead. Even for the 
large circuits in which the hardware overhead of MICSET 
reduces below 100%, the related hardware overhead of our 
BIST design would become less than 50%. The graphs for 
hardware overhead of HW-aware, CTL-aware, MICSET, 

Table 8   The hardware overhead comparison with MICSET and the 
duplication approaches.
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and Duplication designs have been plotted in Fig. 11. Our 
proposed designs outperform the MICSET for small to large 
circuits and lead to comparable results to the Duplication 
design (Note that the Duplication method only supports the 

online test). The MICSET’s hardware overhead is signifi-
cantly reduced for large circuits, but our method achieves 
an appropriate hardware overhead evenly for small circuits.

Finally, the CTL of HW-aware and CTL-aware 
approaches are compared with DC-based and CE-NEMO 
designs in Table 9. Three important points are derived from 
the results. First, the CTL of CE-NEMO and HW-aware 
approaches are in the same order. Due to that, these designs 
are not concerned with CTL and concentrate on hardware's 
overhead reduction. Second, DC-based design has good 
performance in reducing both CTL and hardware overhead. 
Third, our proposed CTL-aware approach outperforms the 
other three methods regarding CTL. Even though the CTL 
of the CTL-aware approach is  102 times less than the CTL of 
DC-based design in the worst case. Consequently, the CTL-
aware approach reduces the CTL significantly. Furthermore, 
a similar hardware overhead is achieved in comparison with 
DC-based design.

7  Conclusion

In this paper, a new BIST design has been proposed which 
supports both offline and online tests-designing a low hard-
ware overhead TPG for the offline part along with an effi-
cient method for compaction of test vectors bit width results 
in a very low hardware overhead (5% for very large circuit). 
Furthermore, a CTL-aware test vector selection approach is 
proposed for which the test time reduces 100 times in aver-
age for benchmark circuits. The method is more efficient 
for large and very large circuits due to a smaller hardware 
overhead of LFSRs utilized to test vector selection and com-
pression parts.
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Fig. 11  Comparison of the HW-overhead trend in the proposed 
design with MICSET and Duplication approaches
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