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Abstract
Electromagnetic interference sources (EMIS) must be identified in order to locate  them promptly. Because rep-
resentative features of EMIS broadband signals are difficult to extract, we propose a new identification method based on  
convolutional neural network (CNN) to extract EMIS deep features from spectrum signals and increase recognition accu-
racy. To achieve noise reduction, we added a noise reduction layer (NRL) to the network, which uses background noise data 
as the weight to determine its correlation with the input data. Furthermore, a new loss function based on intra-class and  
inter-class relative distances is presented, which is paired with the Softmax loss function to make the network converge 
fast and consistently. Experiments on three data sets are used to validate the created method's overall performance. 
Simulated results demonstrate that the suggested method can effectively extract the deep features of the EMIS signal,  
enhance signal classification speed and accuracy, and achieve 100% accuracy on our data set.

Keywords Electromagnetic interference sources (EMIS) · Convolutional neural network (CNN) · Noise reduction · 
Extraction of deep features · Loss function

1 Introduction

In recent years, with the widespread application of radio  
techniques, the electromagnetic environment has become 
more and more complex, and various electromagnetic emis-
sion sources (EMS) have appeared [20]. For example, narrow- 
band signals produced by inter-modulation of broadcast sig-
nals, stray radiation caused by frequency drift of wireless 
communication equipment, high-frequency radiation signal 
produced by aging and discharge of electrical equipment, 
and broadband signal produced by signal jammers and the 
Pantograph arc of electrified railway, among others. If these 
signals interfere with the normal operation of nearby electri-
cal equipment, they can be called an electromagnetic inter-
ference source (EMIS). For example, when the EMS is near 
the airport, it will affect the normal operation of communi-
cation and navigation equipment [3, 7]. The current locating 
technology of EMIS cannot achieve precise positioning and 
can only locate to a range.The current location accuracy of 

EMIS needs to be improved [25]. This can be narrowed down 
by identification. The spectrum peak of the narrow-band  
interference signal is obvious, the direction is clear, and it 
is easier to identify. The frequency spectrum of broadband 
interference signals is extremely wide, and the spikes have 
certain random characteristics, which makes them difficult 
to identify. So, effectively identifying the type of EMIS is 
very important for its quick location and radio monitoring.

Many conventional signal classification methods, includ-
ing k-nearest neighbor classification, decision tree and tem-
plate matching, rely on algorithms that are computationally 
intensive and require manual analysis of features [6, 30, 32]. 
For many years, the identification of EMS has been basi-
cally based on the extraction of signal features and pattern 
recognition methods, where the signal can be in the time 
domain or the frequency domain. In 2001, Antonini and 
Orlandi used wavelet packet decomposition and statistical 
methods to classify the time-domain signals of radiation 
sources [1]. However, the signal is a random sequence with 
white noise and a signal-to-noise ratio of 1, which has not 
been applied in practice. Liet et al. applied wavelet transform 
to the feature extraction of radiation signals and, combined 
with cluster analysis, analyzed the conduction radiation 
problem 14. Empirical mode decomposition (EMD) and its 
improvement methods are also widely used to analyze the 
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characteristics of EMS signals [14, 31]. By combining fre-
quency characteristics with intrinsic mode function (IMF), 
one can extract the amplitude ratio of the main EMS, thereby 
identifying the main emission sources. But others with less 
interference cannot be identified. The artificial neural net-
work (ANN) can improve the recognition accuracy [23].  
Support vector machines (SVM) are used to improve the  
recognition accuracy of the EMS signal, transforming spatial 
information from 3D data sets to 1D vectors to simplify the 
model, and the recognition accuracy is as high as 99.9%, 
but when the signal-to-noise ratio increases, the recognition 
accuracy is reduced significantly [22]. With the development 
of artificial intelligence and machine learning, deep learning 
methods have promoted the research of radio signal classifi-
cation [11, 27, 33], there are more researches on radar signal 
recognition [2, 12, 13, 21, 34]. But, few researches on the 
identification of EMIS. Among them, the convolutional neural  
network (CNN) can reduce the computational complexity 
and suppress over-fitting 1712. The convolution operation is 
very beneficial for processing images and one-dimensional 
sequence data and has been widely used. Many classic net-
works have used convolutional operation, such as LeNet 3, 
AlexNet 24, VGG 36, ResNet [29, 36], Inception 25 and 
other networks. In 31, the CNN network classifies radio 
signals without extracting any features or other preprocess-
ing on the original signals, but allows the network to learn 
the original time series features on high-dimensional data 
directly, and the training time is long. Literature 19 uses 
ResNet to classify time-series radio signals and finds that 
its training time is less, but its accuracy is not significantly 
improved.

Two problems need to be solved in order to effectively 
identify a single EMIS. One is to extract deep features 
based on simple EMIS signals to improve the recognition 
performance, and the other is to reduce the complexity of 
the recognition algorithm and shorten the training time. We 
propose a new CNN based on only the frequency domain 
signal of EMIS to identify it accurately and quickly.

The remainder of this article is organized as follows. 
Section 2 briefly introduces the background of the EMIS 
signal. Section 4 introduces the new CNN proposed in this 
paper. Our method is validated and analyzed in Sect. 4.1. 
Section 4.2 is conclusion and future directions.

2  Background

The electromagnetic environment is composed of differ-
ent EMS signals and is becoming more and more complex 
in the time domain, frequency domain, space domain, and 
energy. When the frequency of the EMS signal is equal to or 
very close to the working frequency of the sensitive equip-
ment, and the amplitude reaches a certain value, it will affect 

the normal operation of the relevant sensitive equipment. 
So, frequency and amplitude are important parameters of 
the EMIS signal. Generally, the types of electromagnetic 
interference (EMI) can be summarized as single-frequency 
interference, multiple-frequency interference, narrow-
band interference, partial-band interference, and full-band 
interference.

Single-frequency interference is a single-frequency sine 
wave interference, and its frequency spectrum is a spectral 
line. Multiple-frequency interference is the superposition 
of several single-frequency interferences, and its frequency 
spectrum has multiple spectral lines. There are more interfer-
ence frequency components compared with single-frequency 
interference.Narrow-band interference refers to interference 
with signals in a relatively narrow frequency band. Full-band 
interference refers to interference with signals of all working 
frequencies. Partial-band interference refers to interference 
with signals in individual frequency bands. These frequency 
bands can be adjacent or non-adjacent.

Single-frequency interference, multiple-frequency inter-
ference, and narrow-band interference have obvious spectral 
peaks, and the interference frequency or frequency band is 
clear and easy to identify. Partial-band interference and full-
band interference signals have a wide frequency range, and 
the spikes are random, most of which are impulsive non-
Gaussian noise. For example, the impulsive noise caused 
by printers, microwave ovens, fluorescent lamps, elevators, 
and other equipment in daily life has more "spikes" 4. It is 
more difficult to identify such signals, and deeper features 
need to be extracted.

Although it is difficult to explain the physical meaning of 
the feature parameters extracted by the deep neural network 
(DNN), the DNN can independently learn a variety of fea-
tures from the simple input data. We proposed a new identi-
fication network based on the CNN. It self-learns based on 
only EMIS frequency domain signals, extracts features, and 
identifies interference sources. The overall architecture is 
shown in Fig. 1. It includes a noise reduction layer (NRL), a 
deep feature extraction sub-network and an improved Soft-
max (Im-Softmax) classification layer, whose details are 
given in Sect. 4.

3  The New Netwok Based on CNN for EMIS 
Identification

3.1  Noise Reduction Processing

The EMIS frequency domain test data includes not only the 
frequency components of the interference source, but also the 
frequency components of other noises in the environment. The 
spectrum data of the same EMIS signal under different test 
backgrounds may be very different, so the background noise 
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has a great influence on the test data of the EMIS signal. The 
background noise data is a spectral vector of the electromag-
netic environment in a frequency range. The Correlation 
operation can measure the similarity of two sequence signals. 
The correlation calculation result between EMIS test data and 
the background noise data of its test environment is greater 
than that with other background noise. Furthermore, the cor-
relation calculation results of different EMIS test data and the 
same background noise can highlight the difference between 
interference source signals. So, we add a NRL in front of the 
convolutional layer and calculate the correlation between 
the EMIS spectrum data and the background noise data. In 
a sense, correlation calculation can reduce the influence of 
background noise on the EMIS signal, making the input data 
more reliable. The NRL also non-linearly normalizes the data 
after the correlation calculation through the activation function 
and uses the normalized data as the input data of the deep fea-
ture extraction sub-network. So, the NRL is a fully connected 
layer whose weight is the background noise data. Its structure 
is shown in Fig. 2.

In Fig. 2, X as the input data of NRL is the spectrum data 
sequence of the EMIS. The total length of the sequence is m , 
so X ∈ R1×m . Wj as the weight of the NRL, is the background 
noise data, and Wj ∈ R1×m . Vector I is the output sequence 
after noise reduction, and the length is k ⋅ m . Because the sig-
moid function can convert data into a number between 0 and 
1, we use the sigmoid function as the activation function of 
NRL, which are:

where xi is the i-th data in the X vector, 0 ≤ i ≤ m . Wj(i) is the 
i-th data in the Wj vector,0 ≤ j ≤ k . All hji together make up 
vector h , h(n) is the n-th data in the h , where 0 ≤ n ≤ k ⋅ m , 
and k represents the number of backgrounds. It can be 
seen that when the number of backgrounds increases, the 

(1)hji = xi ⋅Wj(i)

(2)I(n) = Sigmoid (h(n))

dimension of I(n) increases exponentially. Therefore, we 
hope to test the different EMIS in the same environment as 
much as possible. However, in actual application, the EMIS 
is generally located in the same environmental, so there is 
no need to think about this issue too much.

3.2  Deep Feature Extraction

The traditional CNN (T-CNN) is composed of several con-
volutional layers (Conv), ReLU activation functions, and 
pooling layers  (Pooling). As shown in Fig. 3, we pro-
posed a deep feature extraction sub-network based on one-
dimensional CNN and an improved classification layer. 
The feature extraction sub-network consists of six convo-
lutional layers, three pooling layers, one flattening layer, 

Fig. 1  Overall architecture of the proposed new network for EMIS Identification

Fig. 2  NRL structure
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and one fully connected (FC) layer. The output features are 
used as the input to the classification layer.

In the convolutional layer, the convolution kernel uses a 
fixed kernel size, a fixed stride, and performs convolution 
operations with the input data. Different features can be 
obtained by using different convolution kernels. Suppose 
the dimension of the input sequence I is 

(
1,Ni

)
 , the convo-

lution kernel is K , and its dimension is 
(
1,Nk

)
 , the result 

of the j-th convolution operation is 38:

where, 1 ≤ j ≤ Ni − Nk + 1 . Assuming that the stride 
is s , the data length after the convolution operation is [(
Ni − Nk

)
∕s
]
+ 1.

As with T-CNN, the ReLU function is used as an acti-
vation function in the convolutional layer. The input data 
is batch processed 5 before the convolution operation to 
speed up the training process, avoid excessive reliance on 
the initial value, and suppress over-fitting, especially for 
relatively small data sets.

The pooling layer down-samples the data and processes 
it sparsely to reduce the amount of computation. Com-
monly, the pooling methods include maximum pooling 
and average pooling. For the spectrum data of EMIS, the 
maximum value can better reflect the interference charac-
teristics. We adopt the maximum pooling method to avoid 
the ambiguity problem of average pooling.

The feature vector after convolution has a larger dimen-
sion, which will affect the classification effect. The FC 
layer is used to refit the feature vector to reduce the feature 
dimension while retaining feature information as much 
as possible. In addition, to reduce over-fitting of training 
data, it can be decided whether to use Alpha Dropout 10 
to regularize the FC layer according to the experimen-
tal situation. The FC layer includes linear operations and 
nonlinear operations. Assume that the FC layer is the q-th 
layer of the network, the input A[q−1] is the output of the 

(3)C(j) =

Nk∑
n=1

I(j + n) × K(n)

q-1 layer, and the weight is W[q] . The ReLU function as 
the activation function, then the output A[q] is,

A[q] is called a "deep feature." In order to evaluate the 
features more intuitively, we use t-distribution stochastic 
neighbor embedding (t-SNE) 27 to visualize them. The 
t-SNE uses two-dimensional feature maps to represent mul-
tidimensional features. Although the process of dimension 
reduction will lose information and have certain errors, 
two-dimensional visualization can more intuitively judge 
whether these deep features are discriminatory.

3.3  Improved Softmax Classification Layer

The classification layer of T-CNN is a FC layer based on the 
Softmax function, which is a multiple-class linear regres-
sion method that realizes multiple-type classification. If the 
Softmax classification layer is the l-th layer of the network, 
the input is A[l−1] , the output is A[l] , and the weight and bias 
are W [l] and b[l] respectively, then,

The activation process of the Softmax function is as 
follows:

Let ti = eZ
[l]

i  , 1 ≤ i ≤ C , where C is the number of types. 
The i-th data of A[l] is defined as 18,

If Oi is the classification label at the output of the network, 
and Oi ∈ {0, 1} . Ôi is the predicted value of Oi obtained by 
training the network. So Ô = A[l] , the maximum value in A[l] 
is highlighted, other values are significantly suppressed. In 
order to calculate the gradient of the error, the Softmax loss 
function is defined. That is

(4)A[q] = ReLU
(
A[q−1] ⋅W[q] + b[q]

)

(5)= W [l]
⋅ A[l−1] + b[l]

(6)A
[l]

i
=

ti∑C

i=1
ti
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Fig. 3  The structure of feature extraction sub-network and classification layer
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where Wi and bi represent the weight and bias of the FC 
layer corresponding to the i-th class. It can be seen that the 
output value of the FC layer determines the class to which 
the feature belongs. From Eq. (6), it is clear that LSoftmax 
mainly increases the inter-class distance and does not take 
into account the intra-class distance.

Using the above Softmax loss function can solve many 
classification tasks. However, in order to make the clas-
sification of small samples faster and more accurate, the 
features of intra-class are required to be more compact, 
while the features of inter-class are more scattered. There-
fore, the distribution of features needs to be optimized.

We have improved the Softmax classification layer, 
which is described as follows:

As the layer number increases, the activation distribu-
tion of the hidden layer gradually deviates. Standardizing 
the features can avoid the disappearance of the neuron 
node gradient during back propagation. We divide the fea-
ture vectors into multiple small batches of feature vectors, 
which are the input to the softmax layer. Let one small 
batch feature vector be Am =

{
a1, a2, ⋅ ⋅ ⋅ am

}
 . After nor-

malization, it is Âm =
{
â1, â2, ⋅ ⋅ ⋅ âm

}
 . Then

where � is a very small constant, used to avoid a zero denom-
inator. � and �2 are,

The calculation of the FC layer is shown in Eqs. (5) 
and (6).

Calculate the class center value,cyi , of each class in each 
batch, then calculate the distance between each sample and 
the class center. The average intra-class distance is,

where || means two-norm operator, cyi represents the center 
value of the yi class, and M is the number of samples in the 
batch.

Calculate the center value of all samples in each batch, 
the average inter-class distance is,

(7)
LSoftmax = −

∑C

k=1
OklogÔk = −logAi

= −log
e(Wi ⋅A+bi)∑C

k=1
e(Wk ⋅A+bk)

(8)âi =
ai − �√
�2 + �

(9)� =
1

m

m∑
i=1

ai

(10)�2 =
1

m

m∑
i=1

(
ai − �

)2

(11)Dintra−class =
1

M

M�
i=1

‖ai − cyi‖2

where C is the number of classes.

The relative distance between the intra-class and the inter-
class is defined as

where � is a very small constant, used to avoid a zero denom-
inator, and set to 1e-6. It can be seen that when Dre << 1 and 
close to 0, the intra-class distance is much smaller than the 
inter-class distance, and a better feature distribution can be 
obtained. We define the joint loss function as

where � is a constant used to balance the two loss functions. 
We set various values for the parameter � when training the 
network. Choose the value of � that gives the best network 
performance. After many trials, its value is finally chosen 
to be 1 in this article. We call J the improved Softmax (Im-
Softmax) loss function, apply it to the classification layer. 
Through continuous training of network parameters to mini-
mize the J.

3.4  Back Propagation

The back propagation of the network calculates the deriva-
tive of the loss function with each parameter. The optimi-
zation algorithm is used to update the parameters until the 
function converges and minimizes the loss value.

The derivative of Dre with respect to ai is,

The derivative of Dre with respect to cyi is,

The derivative of Dre with respect to call is,

(12)Dinter−class =
1

C

C�
yi=1

‖cyi − call‖2

(13)Dre =
Dintra−class

Dinter−class

=

∑M

i=1
‖ai − cyi‖2

MC
∑C

yi=1
‖cyi − call‖2 + �

(14)J = LSoftmax + �Dre

(15)
�Dre

�ai
=

2
∑M

i=1

�
ai − cyi

�

MC
∑C

yi
‖cyi − call‖2 + �

(16)

�Dre

�cyi
=

2
∑M

i=1

�
cyi

−ai

�

MC
∑C

i=1
‖cyi−call‖2+�

−
2
∑M

i=1
‖ai−cyi‖2⋅

∑C

i=1

�
cyi

−call

�

MC⋅
�∑C

i=1
‖cyi−call‖2+�

�2

(17)
�Dre

�call
=

2MC
∑C

i=1

�
call − cyi

�
⋅

∑M

i=1
‖ai − cyi‖2�

MC
∑C

i=1
‖cyi − call‖2 + �

�2
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The gradient of the convolutional layer is different. The 
forward propagation of the l-1 convolutional layer can be 
expressed as

Let the error of the l-th layer is �[l] , the error of the l-1 layer 
is,

where �z[l]

�a[l−1]
 means that the convolution kernel is flipped 180° 

left and right. Then the gradient of w and b in the convolu-
tional layer are respectively

The Adam 11 is used to update the parameters. If t is epoch 
and the initial value is 0, then �Jt

(
W, b, cyi , call

)
 is the gradient 

of the loss function in the t-th epoch.
The first moments before and after the deviation correction 

of the l-th layer at the t-th epoch are

The second moments before and after the deviation correc-
tion of the l-th layer at the t-th epoch are

Updated parameters are,

(18)
{

z[l−1] = w[l−1]
⋅ a[l−2] + b[l−1]

a[l−1] = f
(
z[l−1]

)
= ReLU

(
z[l−1]

)

(19)
�[l−1] =

�J

�z[l−1]
=

�J

�z[l]
⋅

�z[l]

�a[l−1]
⋅

�a[l−1]

�z[l−1]

= �[l] ⋅
�z[l]

�a[l−1]
⋅ f �

(
z[l−1]

)

(20)
�J

�w[l]
= a[l−1] ∗ �[l]

(21)
�J

�b[l]
= �[l]

(22)v[l]
t
= �1v

[l]

t−1
+
(
1 − �1

)
⋅ �Jt

(
W, b, cyi , call

)

(23)v[l]
t
=

v
[l]
t

1 −
(
�1
)t

(24)s[l]
t
= �2s

[l]

t−1
+
(
1 − �2

)
⋅

[
�Jt

(
W, b, cyi , call

)]2

(25)s�
[l]

t
=

s
[l]
t

1 −
(
�2
)t

(26)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

W
[l]
t = W [l]

t−1
− �

v�
[l]
t√

s�
[l]
t +�

b
[l]
t = b[l]

t−1
− �

v�
[l]
t√

s�
[l]
t +�

cyi
[l]
t = cyi

[l]

t−1
− �

v�
[l]
t√

s�
[l]
t +�

call
[l]
t = call

[l]

t−1
− �

v�
[l]
t√

s�
[l]
t +�

where � is learning rate and set to 0.01. The parameters �1 
and �2 are usually 0.9 and 0.999, respectively. � is a very 
small constant to avoid the value of the denominator is be 0, 
generally set to 1e-8.

The new network proposed in this paper uses NRL and 
the Im-Softmax function, which can be called the NRL-
CNN + Im-Softmax network. The weights of the FC layer 
need to be processed to reduce the network training time. 
The last convolutional layer gives multiple uniformly dis-
tributed class centers, that is, uniformly distributed sample 
points. We replace the weights of the last convolutional layer 
with the class center weights. When training the network, 
only the weights of the previous layer need to be updated 
to shorten the training time. At the end of training, in order 
to get a better classification, the weight of the last FC layer 
can be selectively fine-tuned according to different data sets.

4  Experiment and Result Analysis

We obtained spectral data of interference sources through 
laboratory experiments. Based on the actual spectrum data 
of the six EMIS and background noise in two environments, 
the NRL-CNN + Im-Softmax is verified on different data 
sets. The experiments are based on TensorFlow and are com-
pleted on the CPU.

4.1  Measurement Data

Taking the electromagnetic environment of one Chinese 
airport as an example, the working frequency of the com-
munication and navigation equipment is mainly concentrated 
in the 108 MHz–2000 MHz range. We collected 3 types 
of aging power supplies and 2 types of signal jammers as 
EMIS. At the same time, the articulated neutral section 
(ANS) arc of the electrified railway is another type of EMIS. 
We tested spectrum data of their electromagnetic emissions 
(EM) in the laboratory. We marked the background noise of 
the laboratory as class 0, the ANS arc, the signal jammer-
PBQ2X, the signal jammer-PBQ6X, the aging power supply 
for civil lighting (APS for CL), the aging power supply for 
airport runway lights (APS for ARL), and the aging power 
supply for airport lighting (APS for AL) as classes 1, 2, 3, 
4, 5, 6, respectively.

The method and equipment for collecting spectrum data 
for EMIS meet the requirements of EN50121-2 20, and the 
test distance is 10 m. The EMI spectrum analyzer (N9010B 
EXA), cables and corresponding receiving antennas are used 
to test the EM. Figure 4 is the schematic diagram of the test.

In order to verify the method in this article, three data sets 
were collected, and experiments were performed on differ-
ent data sets.
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Dataset 1 contains background noise as well as the EM of each 
EMIS in six frequency bands (108–148 MHz, 108–350 MHz, 
310–350  MHz, 962–2000  MHz, 1010–1050  MHz, and 
1070–1110 MHz).The test was repeated 20 times for each fre-
quency band, and a total of 960 samples were obtained. Each 

class has 120 samples. There are 96 samples in the training set and 
24 samples in the test set, and each sample has 1001 data points.

Dataset 2 contains the background noise and the EM of 
each EMIS in the three frequency bands of 108–148 MHz, 
108–350 MHz, and 310–350 MHz. A total of 480 samples, 

Fig. 4  Schematic diagram of 
the test

10m

EMIS

Spectrum
Analyzer

Antenna

Fig. 5  One sample of each class in the 108–350 MHz range
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60 in each class. There are 48 samples in the training set and 
12 samples in the test set.

Dataset 3 contains the background noise and the EM of 
each EMIS in the 108–350 MHz range. A total of 160 sam-
ples, 20 in each class. There are 16 in the training set and 4 
samples in the test set.

For example, one sample of each class in the 
108–350 MHz range is shown in Fig. 5. The signal ampli-
tudes of various EMIS are greater than the background 
noise, and some classes are similar in some frequencies. 
It should be noted that the test background of the ANS 
arc signal is different from the test background of other 
EMIS.

4.2  Network Parameters

The NRL-CNN + Im-Softmax network in this article is com-
posed of a NRL, 6 convolutional layers, 3 maximum pooling 

layers, 1 flattening layer, 1 FC layer, 1 batch normalization 
layer, and an Im-Softmax classification layer. The network 
parameters are shown in Table 1.

During the experiment, it is found that the dropout regu-
larization method has no effect on the research content of 
this article. The Batch Normalization layer is introduced to 
solve the problem of the disappearance of the gradient of the 
neuron node during back propagation. The Adam optimiza-
tion method is used and �1=0.9, �2=0.999 . The parameters 
that need to be initialized in the network use the Xavier 
method, and the learning rate is 0.001. The number of neu-
rons in the FC layer is set to 100, and the number of neurons 
in the Im-Softmax classification layer is set to 7. The epochs 
are set to 100 when training the network. There are a total 
of 503,047 parameters, of which 502,847 parameters need 
to be trained.

4.3  Experimental Results

We trained and tested the T-CNN, the NRL-CNN, and the 
NRL-CNN + Im-Softmax on three data sets. The loss func-
tion of T-CNN and NRL-CNN is Softmax, and the NRL-
CNN + Im-Softmax network uses the Im-Softmax loss func-
tion. This section compares and analyzes the loss function, 
feature distribution, network training time, and accuracy 
obtained by different methods on different data sets.

The training loss function and test loss function of the 
three methods on the three data sets are shown in Fig. 6. 
It can be seen that the loss functions of the three methods 
have large fluctuations on Dataset1. This is because Dataset1 
is composed of data in multiple different frequency bands, 
and the emission signal at the high frequency of the EMIS 
is small and similar to the background noise. The test loss 
of the T-CNN is larger when it reaches a stable value, and 
reduced after adding NRL, which is reduced by 54.85%, 
90.77% and 90.55% on the three data sets, but requires 
more epochs. The test loss of the NRL-CNN + Im-Softmax 
is close to 0, which has fewer epochs compared with the 
NRL-CNN. That is, the new network proposed in this paper 
can update the network parameters in the shortest time and 
make the loss function reach the desired minimum in the 
shortest time.

The training accuracy and training time of the three net-
works on the three data sets are shown in Table 2. The train-
ing accuracy reached 100%, indicating that our data set is 
reliable. T-CNN has the least training time, and NRL-CNN 
has the most training time. The training time of the NRL-
CNN + Im-Softmax and T-CNN are almost the same. This 
proves that the method proposed in this paper can obtain a 
stable and fast convergence loss function, thereby improving 
the accuracy.

Use the t-SNE algorithm to visualize the features 
obtained by the three networks. The two-dimensional 

Table 1  The network parameters

Layer Related  
parameters

Output Shape Parameters#

NRL 1001 (2002, 1) 0
Conv1 filters = 16

size = 3
strides = 1

(2000, 16) 64

Conv2 filters = 16
size = 3
strides = 1

(1998, 16) 784

Max_Pooling1 filters = 16
size = 3
strides = 3

(666, 16) 0

Conv3 filters = 64
size = 3
strides = 1

(664, 64) 3136

Conv4 filters = 64
size = 3
strides = 1

(662, 64) 12,352

Max_Pooling2 filters = 64
size = 3
strides = 3

(220, 64) 0

Conv5 filters = 64
size = 3
strides = 1

(218, 64) 12352

Conv6 filters = 64
size = 3
strides = 1

(216, 64) 12352

Max_Pooling3 filters = 64
size = 3
strides = 3

(72, 64) 0

Flatten None 4608 0
FC 100 100 460900
Batch Normaliza-

tion
batch size = 64 100 400

Im-Softmax 7 7 707
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feature distribution of the three methods on the three data 
sets is shown in Fig. 7. It can be seen that the ANS arc 
features extracted by T-CNN are quite different from other 
EMIS in the feature distribution. Only individual samples 
can be seen on Dataset1 and Dataset2. This is because the 
test background of the ANS arc is different from other 
EMIS, and the T-CNN method does not take into account 
the different background noises. After adding NRL, the 
relative distance between inter-class and intra-class was 

increased, and the feature distribution improved. After 
adding NRL, the relative distance between inter-class 
and intra-class was increased, and the feature distribution 
improved. On the same dataset, it can be seen that when 
the NRL-CNN classification layer only uses the Softmax 
loss function, the distance between intra-classes is not 
reduced, and there is no obvious difference in the relative 
distance between intra-class and inter-class. When the Im-
Softmax loss function is used in NRL-CNN + Im-Softmax, 

Fig. 6  The training loss and test loss of the three methods on the three data sets

Table 2  Training accuracy and 
training time

Networks Training Accuracy Training Time (s)

Dataset1 Dataset2 Dataset3 Dataset1 Dataset2 Dataset3

T-CNN 100% 100% 100% 56.488 29.102 10.633
NRL-CNN 100% 100% 100% 103.766 52.450 18.053
NRL-CNN + Im-

Softmax
100% 100% 100% 57.138 30.051 11.146
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the distance between the sample and the center of the class 
is reduced. The average distance within the intra-class is 
reduced by 0.9 times, and the relative distance between 
the inter-class and intra-class is very obvious. That is, 
the improved classification layer can obtain better feature 

distributions on three data sets of different sizes, which 
shows that the new network proposed in this paper can also 
extract the features of small samples well.

Test the three trained networks based on the test set, and 
get the test accuracy of each network, as shown in Table 3. 
The confusion matrix of the three methods on the three test 
sets is shown in Fig. 8.

From Fig.  8, when T-CNN is used on Dataset1, the 
classes are easily confused and difficult to identify. The 
NRL-CNN + Im-Softmax can identify confusing classes, 
but only the class 0 and class 5 are misidentified with each 
other. On Dataset2 and Dataset3, T-CNN and NRL-CNN are 
easy to confuse class 0, class 1 and class 5. NRL-CNN + Im-
Softmax can identify them well.

From Table  3, T-CNN has the lowest test accuracy, 
mainly because the EM signal of some EMIS in the high 

Fig. 7  The feature distribution of three methods on the three data sets

Table 3  Test accuracy

Networks Test Accuracy

Dataset1 Dataset2 Dataset3

T-CNN 91.67% 97.62% 96.43%
NRL-CNN 97.02% 98.81% 96.43%
NRL-CNN + Im-

Softmax
98.21% 100% 100%
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frequency range is weak, similar to background noise, easy 
to confuse, and deep features are not easy to extract. After 
adding NRL, the accuracy can be improved on both Dataset1 
and Dataset2, but it has no effect on the smallest Dataset3. 
After using the Im-Softmax loss function, the deep features 
of various EMIS signals can be obtained, thereby improving 
the test accuracy. It can be seen that the method proposed 
in this article also has good classification ability on small 
sample data sets.

5  Conclusion and Future Directions

We proposed a new NRL-CNN + Im-Softmax network 
based on the traditional CNN to identify the EMIS. The 
frequency spectrum of the EMIS is used as data sets. The 

comprehensive performance of NRL-CNN + Im-Softmax 
is verified through experiments of 3 networks on 3 data 
sets. The results show that calculating the correlation 
between the test data of each EMIS and its background 
noise can reduce noise, improve input data, thereby reduc-
ing the test loss. The test loss on the three data sets has 
dropped by 78.72% on average. The NRL-CNN + Im-
Softmax can extract the deep features of EMIS signals, 
shorten the network training time, and the test accuracy 
can even reach 100%. The NRL-CNN + Im-Softmax is 
universal, not limited by the size of the data set, and can 
get good identification results on small sample data set. 
The NRL-CNN + Im-Softmax has good comprehensive 
performance and provides a reliable technical means for 
EMIS identification. In addition, the method in this paper 

Fig. 8  The Confusion matrix of three methods on the three data sets
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can only identify a single EMIS and know the number of 
EMIS in advance. In future work, we will collect more 
EMIS information to study the identification methods that 
can identify multiple EMIS at the same time [3–5, 8–10, 
15–19, 24, 26, 28, 35, 37].
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