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Abstract
This paper revisits histogram method for ADC linearity test. Here two methods are proposed for low cost test of histogram 
method. The first proposal is two-tone sine wave input for code selective histogram method for SAR ADC. In SAR ADC, the 
DNL of the codes corresponding to the internal DAC output voltages of the MSB bits can be large when the DAC employs 
a binary-weighted configuration. Therefore, in the proposed method, frequency of appearance of the codes is increased to 
make the length of the bins relatively long with two-tone sine wave input. It realizes low cost test and high-quality linearity 
test. The 2nd proposal is decision method of the ratio of the input and sampling frequencies with classical number theory. 
The proposed method decides the ratio based on metallic ratio or theory of prime numbers. This guarantees random data 
sampling to get accurate calibration result with relatively small number of histogram data.

Keywords Code Selective Method · Histogram Method · Linearity Test · Mettalic Ratio Sampling · SAR ADC · Two-Tone

1 Introduction

In recent years, Internet of Things (IoT) has attracted much 
attention. For IoT-related ADCs high quality and rapid lin-
earity testing has become more important at mass produc-
tion shipping stage for keeping IoT system’s quality and 
reliability.

The histogram method for ADC linearity test is widely 
used in industry [1–8]. Unfortunately, histogram tests take 
a relatively long time and sometimes are often omitted at 
the mass production shipping stage. However, due to recent 

demands for higher reliability in IoT systems and automotive 
applications, ADC linearity test is required, but low cost test 
is essential. 

Various methods for test time reduction of ADC linear-
ity test have been proposed [9, 10]. Chen et al. proposed the 
segmented non-parametric model, a model-based method 
[11, 12]. Laraba et al. proposed reduced-code linearity test 
for pipeline ADC [13]. This method reduces the static test 
time utilizing the fact that there exist different output transi-
tions between consecutive codes that are due to the same 
comparator being exercised in one of the pipeline stages 
[14]. Regarding to SAR ADC linearity test, Feitoza et al. 
proposed reduced-code linearity tests for the different DAC 
architectures [15, 16]. These methods perform major car-
rier transition (MCT)-based test methodology with extra 
behaviors for the test. Huang et al. also proposed an MCT 
test-based approach characterizing the static linearity of a 
capacitive SAR ADC [17]. These methods for SAR ADC 
require extra area for extra behavior for the on-chip BIST 
implementation. On the other hand, because our method 
is histogram test-based approach, extra hardware is not 
required.

In this paper, we revisit histogram method for ADC lin-
earity test. Here two methods are proposed for low cost test 
of histogram approach. The first proposal is two-tone sine 
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wave input for code selective histogram method for SAR 
ADC. In SAR ADC, the DNL of the codes corresponding 
to the internal DAC output voltages of the MSB bits can 
be large when the DAC employs a binary-weighted archi-
tecture. Therefore, in the proposed method, frequency of 
appearance of the codes is increased to make the length of 
the bins relatively long with two-tone sine wave input. It 
realizes low cost test and high-quality linearity test of MSB 
bits. The 2nd proposal is decision method of the ratio of 
the input and sampling frequencies with classical number 
theory. The proposed method decides the ratio based on 
metallic ratio or theory of prime numbers. This guarantees 
random data sampling to get accurate calibration result with 
relatively small number of histogram data.

The rest of the paper is organized as follows. Section 2 
describes the basics of the histogram method. Section 3 
explains the two-tone sine wave input for code selective 
histogram method, which is the first proposal. Section 4 
explains decision of the ratio between input and sampling 
frequencies based on classical number theory, which is the 
2nd proposal. Finally, Sect. 5 provides the conclusion.

2  Basics of Histogram Method

The histogram method offers quantitative estimates of ADC 
non-linearity by statistically processing the output samples. 
The ADC output samples are obtained by the input ampli-
tude distribution (or probability density function) of the 
known input signal to the ADC [4–7].

Figure 1 explains differential nonlinearity (DNL) meas-
urements with the saw input. Figure 1(a) shows that if the 
ADC is perfectly linear, the histogram shows identical bins. 
Figure 1(b) shows the case that the ADC has some non-
linearity: DNL for each bin can be obtained from the cor-
responding histogram value and integral nonlinearity (INL) 
is calculated by accumulating DNLs for each code. Thus, by 
using the histogram method, both DNLs and INLs are deter-
mined with an accuracy that is proportional to the number 
of samples stored in each code.

Notice that the circuit noises are generated inside the 
ADC under the test, and hence the ADC digital outputs can 
vary even for the same analog input, which degrades ADC 
linearity tests such as using the servo loop method. However, 
the histogram method can average out this effect [2, 3].

3  Two‑Tone Sine Wave Input for Code 
Selective Histogram Method

Here, code selective histogram method using two-tone sine 
wave input is explained, which is the first proposal. This 
is the method for SAR ADC linearity test. Subsection 3.1 

briefly explains the basics of SAR ADC. This method is the 
extended method of the histogram method using sine wave 
input. Subsection 3.2 briefly explains the histogram method 
using sine wave input. Subsection 3.3 describes the proposed 
code selective histogram method using two-tone sine wave 
input. Subsection 3.4 shows the simulation results.

3.1  SAR ADC

Basics of SAR ADC is overviewed with Fig. 2. SAR ADC 
converts analog input to digital output using the binary 
search and comparing the sampled analog voltage to the 
DAC output voltage.

Fig. 1  ADC output histogram for saw input
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In many cases, the linearity of the DAC inside the ADC 
determines the linearity of the entire ADC. For example, 
in the 5-bit R-2R trapezoidal binary weighted DAC shown 
in Fig. 3, the largest nonlinearity is likely to occur near the 
digital codes 15 to 16 (all switches will change). Next, large 
nonlinearities may occur around 8, 24, and then around 4, 
12, 20, and 28. The DAC codes prone to nonlinearity depend 
on the DAC architecture as shown in [18, 19].

3.2  Sine Wave Histogram Method

Now let us consider the sine wave histogram method. As 
shown in Fig. 4, the input sine wave is sampled and the his-
togram value of the corresponding digital output code bin is 
incremented by 1. Then, as shown in Fig. 5, the histogram or 
frequency of occurrence of each code can be plotted.

The horizontal axis of Fig. 5 corresponds to the ampli-
tude (vertical axis) of input signal in Fig. 4. For example, 
in the case of a 12-bit ADC, the amplitude of the input sig-
nal is divided by 4096. Notice that it is relatively easy to 
achieve low distortion sine waves using analog filters [20, 
21], though a highly linear saw signal is difficult to generate.

However, as shown in Fig. 5, the histogram is concen-
trated on both ends of the code, which is a disadvantage in 

that the test time near the center code is relatively long. In 
many cases, ADC linearity must often be assured around the 
center code. Since DNL measurement accuracy is propor-
tional to the number of data samples in the bin, histogram 
ADC testing with the sine wave input takes long time to 
measure the linearity accurately around the center of the 
ADC output range. However, focusing on specific codes can 
avoid this shortcoming, as shown in our previous study [22].

3.3  Two‑Tone Sine Wave Input for Histogram Test 
of SAR ADC

We assume here that the target SAR ADC under test has 
a binary-weighted DAC inside. For example, in case of a 
10-bit device, the DNL of the SAR ADC can be large at 
the digital codes of 512, 256, 768, 128, 384, 640, 896, … 
In other words, DNL can be large at the codes which cor-
responds to the DAC output voltage of MSB bits. Hence, we 
need to test their DNLs accurately, and when the histogram 
test is employed, the input signal should be synthesized so 
that the histogram is heavily weighted at these codes.

In this paper, the two-tone sine wave is expressed as the 
following equation:

The first term is the fundamental sine wave. The 2nd term 
is subtracted from the first term to make gentler slope at the 

(1)f
�2
(t) = sin

(

�1t
)

−
sin(�2t)

k
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Fig. 2  Block diagram of typical SAR ADC

Fig. 3  R-2R ladder network DAC

Fig. 4  Histogram generation for sine wave input

Fig. 5  Ideal 12-bit ADC output histogram for the sine wave input
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codes which corresponds to the MSB bits to amplitude the 
bins around the codes.

The two-tone sine wave is generated by the arbitrary 
waveform generator (AWG) as shown in Fig. 6 [20, 22]. 
The arbitrary digital two-tone sine wave is generated from 
DSP. After the digital signal is converted to analog signal by 
DAC, it is applied to DUT through analog filter.

In the next subsection the detail is shown with some 
simulation results.

3.4  Simulation Results

To show the effectiveness of the proposed method, some 
simulation results are shown. In this simulation, 10-bit SAR 
ADC is assumed and thus the ADC output ranges from 0 
to 1023. The number of samples is 216 . The value of �1 of 
Eq. 1 is 1. The input range of the DUT is from -1 to 1. In 
general, the probability density function of the appearance 
of the codes is required to calculate DNL and INL. To cal-
culate the probability density function, the inverse function 
of the test stimulus is required. However, it is difficult to 
obtain the inverse function of the two-tone sine wave. To 
solve the problem, DNL and INL of two-tone waveform is 
calculated with the method from [23] without use of the 
inverse function.

3.4.1  Waveform, Histogram, DNL, and INL

The gentler the slope of the input signal waveform is, the 
more samples at the corresponding amplitude positions 
(codes) the obtained ADC output data has. Therefore, we 
consider to make the slope gentler at the corresponding 
amplitude positions by two-tone sine wave.

First, we consider increasing the number of samples 
around the center 512. Figure 7 plots the first term and sec-
ond term of Eq. 2, respectively. The value of k is 3. The slope 
of f3(t) at the center is reduced to zero (t = arcsin0 = � ) as 
shown in Fig. 8.

Figure 9 shows the histogram when the test stimulus of 
Eq. 2 is applied to the ideal 10-bit ADC.

(2)f3(t) = sin(t) −
sin(3t)

3

Fig. 6  Hardware components for generating proposed two-tone sine 
wave

Fig. 7  Waveforms f (t) = sin(t) in blue and f (t) = −
sin(3t)

3
 in red

Fig. 8  Input wave f3(t) = sin(t) −
sin(3t)

3

Fig. 9  Ideal 10-bit ADC output histogram for the input signal of 
f3(t) = sin(t) −

sin(3t)

3
 in red and f (t) = sin(t) in blue
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As a result, we see that the number of samples near the 
center (near the digital output 512) is increased, as shown 
in Fig. 9.

Figures 10 and 11 show the obtained ideal 10-bit ADC 
DNL and INL measurements of the two-tone sine wave f3(t) 
and sin(t), respectively. The distributions of both the ideal 
10-bit ADC DNL and INL of the two-tone sine wave become 
narrower around the code 512 where the length of the bin of 
the histogram is longer.

Next, we consider increasing the number of samples 
around 256 and 768. In other words, we adjust the amplitude 
positions to create more instances of gentle waveform slope; 
for example, t = arcsin

1

2
=

�

6
,… Notice that �

6
 is 1/12 of the 

period 2� , and each term of the two-tone sine wave of Eq. 3 
is shown in Fig. 12. The value of k is 25. The waveform of 
the two-tone sine wave is shown in Fig. 13.

Figure 14 shows the histogram when the test stimulus of 
Eq. 3 is applied to the ideal 10-bit ADC.

The number of samples near the targets (256, 768 as well 
as 512) has increased. The histogram has the sharp extra 
two peaks around the codes. These extra peaks occur around 
the maximum and minimum values of the fundamental sine 
wave because the slope of the fundamental sine wave of 
some of these areas is equal to or sometimes gentler than that 
of the second tone of the input two-tone sine wave. It some-
times gives bad effect to calculation of DNL and INL [23].

Figures 15 and 16 show the obtained ideal 10-bit ADC 
DNL and INL measurements of the two-tone sine wave f11(t) 
and sin(t), respectively. The distributions of both DNL and 
INL of the two-tone sine wave become narrower around the 
codes 256, 768 and 512 where the length of the bin of the 
histogram is longer.

Next, the proposed method is applied to a non-linear 
ADC to calculate the DNL. Here, relatively larger DNLs 

(3)f11(t) = sin(t) −
sin(11t)

25Fig. 10  Ideal 10-bit ADC DNL for the input signal of 
f3(t) = sin(t) −

sin(3t)

3
 in red and f (t) = sin(t) in blue

Fig. 11  Ideal 10-bit ADC INL for the input signal of 
f3(t) = sin(t) −

sin(3t)

3
 in red and f (t) = sin(t) in blue

Fig. 12  f(t) = sin(t)in blue and f(t) = −
sin(11t)

25
 in red.

Fig. 13  Input wave f11(t) = sin(t) −
sin(11t)

25

25Journal of Electronic Testing (2022) 38:21–38
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are added to the vulnerable 3 codes, 511, 255, 767, respec-
tively and calculate the DNLs with the proposed method 
and the conventional sine wave method. In this evaluation, 
0.94, -0.47, -0.47 (LSB) are added to the codes 511, 255, 
767 as DNL, respectively. Table 1 shows the results. The 1st 
column is the output codes with relatively larger DNL. The 
2nd column is the added DNL (LSB). The 3rd column is the 
DNL (LSB) by the proposed method and the error (LSB). 
The 4th column is the DNL (LSB) by the conventional sine 
wave method and the error (LSB). The errors of the pro-
posed method are smaller than those of the conventional sine 
wave method. The proposed method estimated the DNLs of 
the vulnerable codes accurately.

In the same way, we can use arcsin 1

4
≈

�

12
 ( 1
24

 of period 
2� ) to consider increasing 384, 640 and arcsin 1

8
≈

�

25
( 1

50
 of 

period 2� ) to consider increasing 448, 576. The following 

Eqs. 4 and 5 are corresponding two-tone sine waves. The 
values of k are 50, 100, respectively.

However, extra peaks of the histogram of f23(t) and f51(t) 
cause serious problem to calculate DNL and INL. To remove 
the extra peaks, the two-tone sine wave is amplified, and �2 
is tuned. As a result, the following two equations Eqs. 6 and 
7 are used instead of Eqs. 4 and 5, respectively.

Figures 17 and 18 show each histogram. The number 
of samples near target codes 128, 256, 384, 512, 640, 768, 
896 of histogram of Fig. 17 should be increased. They are 
codes corresponding to the DAC output voltages. However, 

(4)f23(t) = sin(t) −
sin(23t)

50

(5)f51(t) = sin(t) −
sin(51t)

100

(6)f31(t) = 1.2

(

sin(t) −
sin(31t)

50

)

(7)f59(t) = 1.2

(

sin(t) −
sin(59t)

100

)

Fig. 14  Ideal 10-bit ADC output histogram for the input signal of 
f11(t) = sin(t) −

sin(11t)

25
 in red and f (t) = sin(t) in blue

Fig. 15  Ideal 10-bit ADC DNL for the input signal of 
f11(t) = sin(t) −

sin(11t)

25
 in red and f (t) = sin(t) in blue

Fig. 16  Ideal 10-bit ADC INL for the input signal of 
f11(t) = sin(t) −

sin(11t)

25
 in red and f (t) = sin(t) in blue

Table 1  Calculation of DNL of ADC with non-linearity

output code DNL Proposed sine wave

DNL error DNL error

255 -0.47 -0.461 0.009 -0.490 -0.020
511 0.94 0.930 -0.010 0.914 -0.026
767 -0.47 -0.470 0.000 -0.447 0.023
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the peaks are not found on the codes 128, 256, 768, 896 in 
Fig. 17.

The number of samples near target codes 64, 128, 192, 
256, 320, 384, 448, 512, 576, 640, 704, 768, 832, 896 of his-
togram of Fig. 18 should be increased. However, the peaks 
are not found on the codes 64, 128, 192, 832, 896 and 960 
in Fig. 18. The heights of the peaks of the histograms of f31 
and f59 are around 100. The widths of the peaks get narrower 
as �2 increases.

Figures  19, 20, 21 and  22 show the obtained ideal 
10-bit ADC DNL and INL measurements of the two-tone 
sine waves f31(t) and f59(t), comparing with those of sin(t), 
respectively. Compared to the distributions of DNL and INL 

f3(t) of f11(t), those of f31(t) and f59(t) spread relatively widely 
in the vertical direction.

The INL and DNL around the codes with high peak 
seems to be larger as the number of peaks increases.

3.4.2  Sensitivity of Histogram Shape

Next, we evaluate the sensitivity of the shape of the histo-
gram to the variation of the level of the 2nd term of the two-
tone sine wave. We observe how the shape of the histogram 
is varied when k is moved. In this evaluation, the angular 
frequency is fixed to 3 �1 or 11. In case that �2 is fixed 
to 3, the histograms of the ideal 10-bit ADC are obtained 
in the condition that k = 3, 4, 5 . In case that is fixed to 11 
�1 , the histograms of the ideal 10-bit ADC are obtained in 

Fig. 17  Ideal 10-bit ADC output histogram for the input signal of 
f31(t) = 1.2

(

sin(t) −
sin(31t)

50

)

 in red and f (t) = sin(t) in blue

Fig. 18  Ideal 10-bit ADC output histogram for the input signal of 
f59(t) = 1.2

(

sin(t) −
sin(59t)

100

)

 in red and f (t) = sin(t) in blue

Fig. 19  Ideal 10-bit ADC DNL for the input signal 
of  f31(t) = 1.2

(

sin(t) −
sin(31t)

50

)

 in red and f (t) = sin(t) in blue

Fig. 20  Ideal 10-bit ADC INL for the input signal 
of  f31(t) = 1.2

(

sin(t) −
sin(31t)

50

)

 in red and f (t) = sin(t) in blue
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the condition that. Figures 23 and 24 show the results. In 
both cases, the level of the peaks of the histograms becomes 
lower as k increases. On the other hand, the width of the 
peaks spreads as k increases.

3.4.3  Sensitivity of DNL, INL to Inaccuracy of Input Tones

Here, we evaluate how amplitude and phase error affects to 
the DNL and INL of the proposed method.

Following equation is used for the evaluation to consider 
the case that �2 = 3�1, k = 3 in Eq. 1.

where A—1 is amplitude error, � is phase error. When no 
error exists, A = 1, � = 0 . Here we consider the case that 

f (t) = sin(t) − Asin(3t + �)∕3

Fig. 21  Ideal 10-bit ADC DNL for the input signal 
of  f59(t) = 1.2

(

sin(t) −
sin(59t)

100

)

 in red and f (t) = sin(t) in blue

Fig. 22  Ideal 10-bit ADC INL for the input signal of 
f59(t) = 1.2

(

sin(t) −
sin(59t)

100

)

 in red and f (t) = sin(t) in blue
Fig. 23  Ideal10-bit ADC output histograms in case �2 = 3�1 . (a) 
k = 3 , (b) k = 4 , (c) k = 5
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A ≠ 1, � = 0 , where amplitude error exists. We calculate 
DNL and INL with the equation when A = 1, � = 0 . From 
the calculated DNL and INL, the root mean square (RMS) 
of the DNL and INL is obtained. The RMS is calculated in 
case that A = 0.95, 0.96, 0.97, 0.98, 0.99, 1.0, 1.01, 1.02, 
1.03, 1.04, 1.05.

Similarly, we consider the case that A = 1, � ≠ 0 , where 
phase error exists. We calculate DNL and INL with the 
equation when A = 1, � = 0 . From the calculated DNL and 
INL, the RMS of the DNL and INL is obtained. The RMS 
is calculated in case that θ = -5, -4, -3, -2, -1, 0, 1, 2, 3, 4, 
5(degree).

Figure 25 is amplitude error characteristics of the RMS 
of the DNL and INL. The horizontal axis is A, the vertical 
axis is the RMS of the DNL and INL. The curve of DNL is 
almost constant compared with the curve of INL. It is unsen-
sitive to the amplitude error. On the other hand, the curve of 
INL is downward convex. It takes the maximum INL value 
near 5.2 with A = 1.05.

Figure 26 is phase error characteristics of the RMS of the 
DNL and INL. The horizontal axis is � , the vertical axis is 
the RMS of the DNL and INL. The curve of DNL is almost 
constant compared with the curve of INL, although both of 
the shapes of the curves are downward convex with origin 
symmetry.

Regarding to these results, the amplitude error of INL is 
more sensitive than the others.

In practical applications, the condition would not be 
appropriate because the 3rd-order nonlinearity component 
of the DAC inside the AWG and that of the ADC under 
test would affect the component at the ADC output; some-
times, 3rd-order nonlinearity cannot be neglected. However, 
the input waveforms yielded by Eqs. (3), (6), (7) are useful 

Fig. 24  Ideal10-bit ADC output histograms in case �2 = 11�1 . (a) 
k = 11 , (b) k = 15 , (c) k = 20

Fig. 25  Amplitude error characteristics of RMS of DNL, INL
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because the 11th, 39th, and 51th order nonlinearities are 
usually very small.

4  Decision of Optimal Sampling Frequencies 
Based on Classical Mathematics

This section describes the decision method of the optimal 
sampling frequency of histogram method based on classical 
mathematics [26].

Here fsig , fCLK are defined as the input signal frequency 
and sampling frequency for histogram method, respectively. 

With these parameters, Tsig = 1∕fsig , TCLK = 1∕fCLK are also 
defined as the periods, respectively. With ignoring noise 
effect and initial phase difference between the frequencies, 
we can express the n-th sampling point of the sampling 
point’s sequence pn as follows.

If the sequence distributes pseudo-randomly, accurate test 
result can be obtained with relatively small number of his-
togram data (in other words, with short test time). Accord-
ingly, for accurate test, the ratio between fCLK and fsig is 
important.

We try to find the optimal fCLK/ fsig with the following two 
data sampling methods. Subsections 4.1 and 4.2 explains these 
sampling methods, respectively. Subsection 4.3 gives the 
characteristics of each sampling method and compare them. 

pn = nTCLKmod Tsig

Table 2  Metallic ratios

N The n-th metallic 
number

Decimal expansion Nickname

0 1
1 1+

√

5

2

1.6180339887… Golden ratio ∅

2 1 +
√

2 2.4142135623… Silver ratio

3 3+
√

13

2

3.3027756377… Bronze ratio

4 2 +
√

5 4.2360679774…

… …
N n+

√

n2+4

2

Fig. 27  Resolution characteristics of RMS of DNL of metallic ratio 
samplings (no noise)

Fig. 28  Resolution characteristics of RMS of DNL of metallic ratio 
samplings (noise 0.001%)

Fig. 26  Phase error characteristics of RMS of DNL, INL
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Finally, some of the better samplings are compared with the 
real number sampling method.

4.1  Metallic Ratio Sampling

The first attempt is to introduce metallic ratio to the ratio 
between fCLK and fsig . As shown in Table 2, metallic ratio is 
defined as Mn = (n +

√

n2 + 4)∕2 . The sampling frequency 
of the metallic ratio sampling is decided as fCLK = Mn × fsig . 
The metallic sampling can be performed keeping the ratio 

of the maximum and minimum distances between adjacent 
sampling points to be small. Also, the pseudo-randomness 
of the sampling points is improved approximately in pro-
portional to the number of the data [23]. The authors inves-
tigated the relationship between fCLK and fsig and found 
that the "golden ratio" can effectively acquire the waveform 
in the time domain, and the proposed sampling condition 
( fCLK = ∅fsig,∅∶golden ratio) offers efficient waveform 
sampling, which we call golden ratio sampling [24, 25].

Fig. 29  Resolution characteristics of RMS of DNL of metallic ratio 
samplings (noise 0.01%)

Fig. 30  Resolution characteristics of RMS of DNL of metallic ratio 
samplings (noise 0.1%)

Fig. 32  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively smaller prime numbers (noise 
0.001%)

Fig. 31  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively smaller prime numbers (no 
noise)
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This paper applies the metallic ratio sampling to the ADC 
linearity test with histogram method, and investigate the 
characteristics.

4.2  Prime Number Ratio Sampling

The second attempt is to apply the prime number ratio sam-
pling. Two prime numbers are used as ratios fCLK/ fsig (such 
as 23/13, 101/61, 199/127, 503/507).

4.3  Simulation Results

Simulation is performed to investigate the optimal sampling 
method for code selective histogram method. The criterion 
for the evaluation is RMS of DNL. The code selective his-
togram method is executed sweeping the resolution from 4 
to 14 bit. In this evaluation, the two-tone sine wave of Eq. 3 
is used. The number of samples M is  220. In each resolution, 
RMS of DNL is calculated. Then resolution characteristics 

Fig. 34  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively smaller prime numbers (noise 
0.1%)

Fig. 35  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively larger prime numbers (no noise)

Fig. 36  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively larger prime numbers (noise 
0.001%)

Fig. 33  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively smaller prime numbers (noise 
0.01%)
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of RMS of DNL is obtained. The characteristics are obtained 
in each sampling method.

Subsubsection 4.3.1 evaluates the metallic ration sam-
pling and Subsubsection 4.3.2 evaluates the prime number 
ratio sampling. Then the metallic ratio sampling is compared 
with the prime number ratio and real number ratio sampling. 
The detail of the real number ratio sampling is explained 
later.

4.3.1  Results of Metallic Ratio

In some cases of ADC testing, several frequencies of fsig 
must be examined for a fixed fCLK , or several frequencies of 
fCLK for a fixed fsig . In such cases, golden ratio sampling is 
inadequate, so we investigated more relationships between 
fCLK and fsig , using metallic ratios (Table 2). Notice that the 
golden ratio is one of the metallic ratios [27].

Resolution characteristics of RMS of DNL of metal-
lic ratio sampling are obtained. In this evaluation, fCLK

Fig. 37  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively larger prime numbers (noise 
0.01%)

Fig. 38  Resolution characteristics of RMS of DNL of prime number 
ratio samplings by a pair of relatively larger prime numbers (noise 
0.1%)

Fig. 39  Comparison of resolution characteristics of RMS of DNL of 
metallic ratio samplings with those of prime number ratio sampling 
(no noise)

Fig. 40  Comparison of resolution characteristics of RMS of DNL of 
metallic ratio samplings with those of prime number ratio sampling 
(noise 0.001%)
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/ fsig = Mn . The value n is varied from 1 to 8, and the resolu-
tion characteristics are evaluated in the 8 cases. The charac-
teristics are obtained under both of the conditions without 
and with noise. In case of the condition with noise, Gaussian 
noise is added to the period of the fundamental sine wave of 
the two-tone test stimulus and the sampling period.

Figures 27, 28, 29, 30 show the characteristics without 
noise, with 0.001% Gaussian noise, with 0.01% Gaussian 
noise, with 0.1% Gaussian noise, respectively. The horizon-
tal axis of each figure is division number N . The resolution 
of ADC is  log2N (bits). The vertical axis is RMS of DNL.

In all the characteristics, RMS of DNL increases as N 
increases. It is because M∕N decreases as N increases.

According to Fig. 27, The characteristics of M2 namely 
Silver ratio are the worst, and all the characteristics except 
the case of M2 are almost similar. The larger noise is, the 
worse characteristics are. The similarity of the characteris-
tics becomes higher as the added noise increases.

4.3.2  Results of Prime Number Ratio

Resolution characteristics of RMS of DNL of prime number 
ratio sampling are obtained.

In this evaluation, two cases are evaluated: prime number 
ratio sampling by a pair of relatively small prime numbers 
and prime number ratio sampling by a pair of relatively large 
prime numbers. In the evaluation of prime number ratio sam-
plings by a pair of relatively small prime numbers, the char-
acteristics of the prime number samplings when fCLK/ fsig = 
23/13, 101/61, 199/127, 503/307 are evaluated. On the other 
hand, in the evaluation of prime number ratio samplings by 

a pair of relatively large prime numbers, the characteristics 
of the prime number samplings when fCLK/ fsig = 997/991, 
997/953, 997/907, 997/853, 997/751, 997/599, 997/389 are 
evaluated. Figures 31, 32, 33, 34 show the characteristics 
of the prime number ratio samplings by a pair of relatively 
small prime numbers without noise, with 0.001% Gaussian 

Fig. 41  Comparison of resolution characteristics of RMS of DNL of 
metallic ratio samplings with those of prime number ratio sampling 
(noise 0.01%)

Fig. 42  Comparison of resolution characteristics of RMS of DNL of 
metallic ratio samplings with those of prime number ratio sampling 
(noise 0.1%)

Fig. 43  Comparison of resolution characteristics of RMS of DNL of 
metallic ratio samplings with those of real number ratio sampling (no 
noise)
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noise, with 0.01% Gaussian noise, with 0.1% Gaussian 
noise, respectively. Overall, the results of Fig. 31 of the 
prime number samplings by a pair of relatively small prime 
numbers have poor characteristics compared with those of 
Fig. 27 of the metallic ratio samplings. Especially, the RMS 
of DNL of 101/61 is more than 1.

The characteristics largely depend on the pair of the 
values of the prime numbers. The curves spread relatively 
widely in the vertical axis direction.

The prime number ratio samplings are compared with 
the case when the ratio is 10000 where fCLK ≫ fsig . The rate 
of increase in characteristics is larger compared with the 
other characteristics. The minimum value taken at N = 256 
is close to the value of 199/127. The maximum value taken 
at N = 16,384 is closes to the value of 101/61.

As the noise increases, the characteristics of the prime 
number ratio samplings deteriorate overall and the spread 
of the curves in the vertical axis gradually narrows. On the 
other hand, the characteristics of 10,000 gradually improve 
with the increase of noise.

Figures 35, 36, 37, 38 show the characteristics of the 
prime number ratio samplings by a pair of relatively large 
prime numbers without noise, with 0.001% Gaussian noise, 
with 0.01% Gaussian noise, with 0.1% Gaussian noise, 
respectively.

According to Fig. 35, on the lower domain where N is less 
than 4096, the curves spread relatively widely in the verti-
cal axis direction as well as the curves of the prime number 

ratio samplings by a pair of relatively small prime numbers. 
However, on the higher domain where N is more than 4096, 
the curves narrow. As the noise increases, the characteristics 
deteriorate overall and the spread of the curves in the vertical 
axis gradually narrows.

Two metallic ratio samplings M1 (golden ratio sampling) 
and M8 with relatively good characteristics are compared 
with the prime number ratio sampling fCLK/ fsig = 997/991 
with the best characteristics in the evaluation of the prime 
number ratio samplings. Figures 39, 40, 41, 42 show the 
characteristics of these samplings, with 0.001% Gaussian 
noise, with 0.01% Gaussian noise, with 0.1% Gaussian 
noise, respectively.

According to Fig. 39, these three samplings have almost 
same characteristics. The larger noise is, the worse charac-
teristics are. The similarity of the characteristics becomes 
higher as the added noise increases.

Here, let us call the sampling using the real number as the 
ratio fCLK/ fsig the real number ratio sampling.

Finally, two metallic ratio samplings M1 (golden ratio 
sampling) and M8 with relatively good characteristics are 
compared with the real number ratio samplings. In this 
evaluation, 8 real numbers in the range 1 to 10 where 
Mns(1 ≤ n ≤ 8) exist are generated randomly as the ratios 
for the real number ratio samplings. Figures 43, 44, 45, 46 
show the characteristics of these samplings, with 0.001% 
Gaussian noise, with 0.01% Gaussian noise, with 0.1% 
Gaussian noise, respectively. The characteristics of the case 

Fig. 44  Comparison of resolution characteristics of RMS of DNL 
of metallic ratio samplings with those of real number ratio sampling 
(noise 0.001%)

Fig. 45  Comparison of resolution characteristics of RMS of DNL 
of metallic ratio samplings with those of real number ratio sampling 
(noise 0.01%)
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when fCLK/ fsig = 10000 are plotted on the same planes as 
the case where fCLK ≫ fsig . According to Fig. 43, on the 
lower domain where N is less than 4096, the curves spread 
relatively widely in the vertical axis direction compared to 
the higher domain where N is more than 4096. The char-
acteristics of the two metallic ratio sampling are relatively 
better among all the characteristics of Fig. 43. It can be said 
that the characteristics of the real number ratio sampling 
are similar to the characteristics of the metallic ratio sam-
pling. Compared to the characteristics of the case when fCLK
/ fsig = 10000 , all the other characteristics are better. Like the 
characteristics of the other sampling methods, the similarity 
of the characteristics becomes higher as the added noise inc
reases.

5  Conclusion

This article introduced a relatively simple method of focus-
ing histogram sampling on specific codes. Our proposal 
synthesizes a two-tone wave to achieve rapid ADC linearity 
test. Simulations verified the validity of the proposed code 
selective histogram method and its good performance.

Using simulations, we examined several ratios such as 
metallic ratios and prime number ratios, between the input 
signal frequency and the sampling frequency, and found sev-
eral interesting results.

For the case of small N, the performance achieved with 
the metallic ratios are similar in specific positions (32, 64, 
128, 256, …).

These results can be used to obtain higher test accuracy 
with a small number of samples. We conclude this paper by 
remarking that the histogram method for the ADC linearity 
test is a mature technology, and it is widely used in industry, 
however, even in such a mature technology, there can be new 
algorithms and findings; these results are seen as industry 
friendly.

Data Availability Statement Authors can confirm that all relevant data 
are included in the article.
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