Homework 10




ELEC5200/6200 Fall 2004

Problems from the 3rd edition
7.9 

Here is a series of address references given as word addresses: 2, 3, 11, 16, 21, 13, 64, 48, 19, 11, 3, 22, 4, 27, 6, and 11. Assuming a direct-mapped cache with 16 one-word blocks that is initially empty, label each reference in the list as a hit or a miss and show the final content of the cache.
7.12

Compute the total number of bits required to implement the cache in Figure 7.9 on page 486 (reproduced below). This number is different from the size of cache, which usually refers to number of bytes of data stored in the cache. The number of bits needed to implement the cache represents the total amount of memory needed for storing all the data, tags, and valid bits.
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Address (showing bit positions)

31 141365210
Hit 18 8 4 Byte Data
Tag offset
Index Block offset
18 bits 512 bits
V. Tag Data
256
entries
16 32 32 32
Mux
= A
32

FIGURE 7.9 The 16 KB caches in the Intrinsity FastMATH each contain 256 blocks with 16 words per block. The tag ficld is 18 bits
wide and the index field is 8 bits wide, while a 4-bit field (bits 5-2) is used to index the block and select the word from the block using a 16-to-1 multi-
plexor. In practice, to climinate the multiplexor, caches se a separate large RAM for the data and a smaller RAM for the tags, with the block offset supply-
ing the extra address bits for the large data RAM. In this case, the large RAM is 32 bits wide and must have 16 times as many words as blocks in the cache.





