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Prattay Chowdhury, Ujjwal Guin, Adit D. Singh and Vishwani D. Agrawal
Dept. of Electrical and Computer Engineering, Auburn University, Auburn, AL 36849, USA
Email: {prattay, ujjwal.guin, singhad, agrawvd}@auburn.edu

Abstract—Increasing numbers of used and recycled integrated circuits (ICs) being fraudulently marketed as new, is a serious concern for government and industry because these chips can pose serious reliability problems. This paper presents a novel approach to detect recycled chips already in circulation in the market by measuring $I_{DDQ}$, the quiescent (steady state) current from power supply. The measured $I_{DDQ}$ is the leakage from off transistors, and decreases as the circuit ages due to the increase in the magnitude of the transistor threshold voltages caused by negative/positive bias temperature instability (NBTI/PBTI). To eliminate the influence of chip-to-chip process variation, we use a normalized difference, $\Delta I$, from measurements at two input test patterns. Focusing on NBTI, in one pattern $I_{DDQ}$ is controlled by a large number of minimally stressed PMOS transistors and in the other it is controlled by an equal number of heavily stressed PMOS transistors. The new approach requires no hardware addition or modification to the design. A standard IC tester can be used to measure $I_{DDQ}$ and identify these recycled parts. Our simulation results show that we can detect recycled ICs that have been used for as little as six months.

Index Terms—Recycled IC, $I_{DDQ}$, NBTI, Aging, Process Variation.

I. INTRODUCTION

The recycled integrated circuits (ICs) pose a severe threat to the electronic component supply chain and call for urgent solutions to detect them. Parts from old production lots are commonly needed to maintain critical infrastructure and defense systems whose operational life often extends beyond the initially planned deployment period. When the chips are no longer being produced, they are often sourced from less reliable third party suppliers. Recycled ICs can easily enter the supply chain due to the lack of effective detection and avoidance methods. A report from Information Handling Services Inc. shows that these fake ICs represent a potential annual risk of $169$ billion in the global supply chain, with the number continuing to increase each year [1]. Note that recycled ICs constitute almost 80% of all the reported counterfeiting incidents [2]. The reliability of a system becomes questionable if recycled chips are used in it because these chips often exhibit poor performance and significantly reduced remaining useful lifetime (RUL) [3]. In addition, these chips may also display defects and other anomalies caused by the crude recycling processes commonly employed, typically consisting of removal of the ICs from scrapped printed circuit boards (PCBs) under extremely high temperatures, followed by sanding, repackaging and remarking [2], [4]. The recycling process can also create latent defects that pass the initial acceptance testing by original equipment manufacturers (OEM) but are susceptible to early life failures in the field [2].

Researchers have proposed several detection and avoidance techniques to detect recycled ICs and prevent them from entering the supply chain. These approaches are broadly classified into four categories: (i) There are several standards (AS6171, ASS553, CCAP-101 and IDEA-STD-1010) in use, which recommend physical and electrical tests for counterfeit detection [5]–[8]. These tests primarily focus on detecting defects and anomalies of recycled parts. However, excessive test time and cost, lack of automation, and particularly low detection confidence, limit their effectiveness in detecting recycled ICs. (ii) Statistical data analysis approaches have been proposed [9]–[14]. These solutions require a large number of new circuits from different production runs to gather statistically sufficient electrical data on unused parts to reliably identify recycled ICs. This data may not always be available due to the typically limited access to new parts when sourcing chips to service obsolete systems. Variations in electrical parameters over large production volumes, often manufactured in multiple fabrication lines, also limits the effectiveness of this approach. (iii) Different design-for-anti-counterfeit (DFAC) measures have been proposed as an alternative to the conventional test methods [15]–[21]. Unfortunately, these solutions cannot be applied to unprotected ICs already in use and circulating in the market. (iv) Finally, DNA markings are now commercially available and provide traceability for electronic parts [22]. However, a complex authentication process, excessive implementation and test cost limit its application in practice [23].

In this paper, we propose a novel method of detecting aged recycled ICs by measuring $I_{DDQ}$. This method requires no hardware modification to the existing design and can be applied to a wide variety of chips, including existing designs already circulating in the market. The proposed method is simple, straightforward, and accurate. Simulation results show that we can accurately detect ICs that have been used for a period as little as six months. As most chips are typically used for several years, the proposed approach is well suited for detecting recycled ICs. Note that commercial IC testers can be readily used to measure $I_{DDQ}$, as is commonly done by many test facilities.

Our proposal exploits the change in transistor threshold voltages caused by Negative Bias Temperature Instability (NBTI) [24], [25] from accumulated operational stress during the chip lifetime in the powered up state. Unused chips are expected to display only minimal threshold voltage changes since manufacture. Note that while we focus on NBTI, which is often dominant and impacts the PMOS transistors, the methodology can be readily extended to include PBTI for technologies where NMOS degradation is also significant. We use the externally measured $I_{DDQ}$ for the entire chip to track aggregate shifts in threshold voltage for large numbers of transistors since it is impractical to directly measure device parameters inside an IC. $I_{DDQ}$ decreases with aging stress because the transistor threshold voltage magnitude increases resulting in reduced leakage from off transistors. The key challenge is to find a stable reference current against which this age-driven change in $I_{DDQ}$ of a chip can be reliably evaluated. Our innovative solution to this problem is based on the observation that not all the transistors within an IC experience the same amount of aging stress during operation. This is because of differing signal probabilities at
circuit nodes. Those PMOS transistors that are mostly off during operation (because their gate nodes are statistically at logic 1 most of the time) are lightly stressed, when compared to those that are mostly on. Therefore, if we can identify two input vectors, one that mostly draws \( I_{DDQ} \) from minimally stressed PMOS transistors, and the other that draws \( I_{DDQ} \) from an equal number of heavily stressed transistors, then the difference between the two respective \( I_{DDQ} \) values should reflect the age of the chip. Note that the random threshold variations in individual transistors from manufacturing will largely average out in the two large equal sized cohorts. A significant difference, which is larger than that from statistical variations and other sources of test noise, would indicate a used chip.

Similar to \( I_{DDQ} \), gate delay is also influenced by the age-related effects of NBTI. Our choice of \( I_{DDQ} \) allows us to eliminate the effect of systematic process variation by subtracting the aggregate current of the lightly aged transistor group from that of the heavily aged group, both of which are likely to be identically affected by the systematic process variation.

The rest of the paper is organized as follows. Section II introduces the modeling of \( I_{DDQ} \) for device aging. Section III discusses the proposed \( I_{DDQ} \) solution to the problem of detecting recycled ICs. Simulation results are given in Section IV and Section V concludes the paper.

II. MODELING OF \( I_{DDQ} \) FOR DEVICE AGING

\( I_{DDQ} \) is the current drawn from the power supply in the quiescent state by a CMOS circuit. In this state, all gate inputs are static. The basic principle is to apply an input test vector and measure the steady state current. Based on this current testing decisions are made. \( I_{DDQ} \) testing provides simplicity, low-cost and high-quality [26].

A. \( I_{DDQ} \) Modeling for Logic Gates

Any CMOS gates is a series combination of a P-Network \((P_N)\) and a N-Network \((N_N)\). For an input pattern, one among the \( P_N \) or \( N_N \) becomes ON, and the other remains OFF, which prevents a direct path from the supply (\( VDD \)) to ground \((GND)\). \( I_{DDQ} \) of the gate is the leakage from either \( P_N \) or \( N_N \) whichever is OFF.

Figure 1(a) shows the transistor-level circuit of a two input NAND gate with inputs \( A \) and \( B \) and output \( Y \). The \( I_{DDQ} \) will result from the \( P_N \) or \( N_N \), which is turned OFF and will be modeled as the leakage current. Figure 1(b) shows the resistor-level diagram of this gate with four different input combinations. We assume that \( R_P \) and \( R_N \) are the OFF-resistances of PMOS and NMOS transistors, respectively. In this paper, we model \( I_{DDQ} \) as the leakage current, which flows between drain and source terminals of an OFF transistor. For the NAND gate, we can have four different \( I_{DDQ} \) values based on input combinations, shown in Figure 1(b). When a MOSFET is turned on, the equivalent resistance between the drain and source terminals is negligible and can be treated as short.

Table I shows the \( I_{DDQ} \) for different inputs for different gates. For NAND gate when the input is 00 the equivalent OFF resistance is the series combination of two NMOS OFF resistances. So the absolute value of \( I_{DDQ} \) (denoted as \( I_{DDQ}^A \)) is \( V/2R_N \). For 01 and 10 input the equivalent OFF resistance is \( R_N \) which results from only one NMOS transistor, and \( I_{DDQ} \) is \( V/R_N \). For input 11 the equivalent resistance is the parallel combination of two PMOS OFF resistances, and the \( I_{DDQ} \) is \( 2V/R_N \). Let us assume that \( I_P = VDD/R_P \) and \( I_N = VDD/R_N \), we will get unit \( I_{DDQ} \) (denoted as \( I_{DDQ}^U \)) in terms of \( I_N \) and \( I_P \). Similar argument can be made for other inverting gates, such as an inverter or a NOR gate. A non-inverting gate (AND, OR, etc.) can be modeled as an inverting gate followed by an inverter. The equivalent resistances between VDD and GND and \( I_{DDQ} \) for various inputs of NAND, NOR and inverter are summarized in Table I. Similar analysis can be performed for gates with three or more inputs.

B. Impact of Aging and Process Variation on \( I_{DDQ} \)

Integrated circuits experience aging in their regular operations, which causes an increase in its threshold voltage. One of the major aging phenomena for ICs is negative bias temperature instability (NBTI), which occurs in PMOS transistors when they face negative bias stressing [24], [25]. Due to negative bias, interface traps are created at the \( Si-SiO_2 \) interface of PMOS transistor. Releasing the stress can recover some of the traps but cannot recover fully, which results in a net increase in the threshold voltage \((Vth)\) of PMOS transistors [27]. In summary, a PMOS transistor ages when it is turned on (the input is at logic 0) and relaxes when it is turned off (the input is logic 1).

Another aging phenomenon in CMOS circuits, specially in NMOS devices, is hot carrier injection (HCI). Due to multiple switching electrons receive enough energy to tunnel through the potential barrier, and get trapped in \( Si-SiO_2 \) interface near the drain terminal [28]. An NMOS transistor is primarily affected by HCI, which has practically no effect on PMOS transistors [29]. Note that the HCI effect is small compared to NBTI effect in older technology nodes. As a result, we focus on developing a solution that effectively measures the amount of aging for the obsolete chips, which are already circulating...
in the market. The proposed solution utilizes the aging from the PMOS transistors to detect recycled ICs. Note that as the threshold voltage of PMOS increases due to aging, the leakage current $I_{DDQ}$, which has a negative exponential relation with the threshold voltage ($\nu_a$), decreases [30]. As a result, the overall $I_{DDQ}$ decreases when a chip is used in the field.

Process variation (PV) causes the threshold voltage of a transistor to vary from its nominal value [31], [32]. PV can be of two types - inter-die or systematic variation and intra-die variation or random variation [33]. Inter-die variation is the variation among different dies caused by small changes in the environment of fabrication. It moves the threshold voltage of all transistors of chip in one direction. Intra-die or random variation is the variation among the MOS transistors of a die, arising from random dopant fluctuations, line edge roughness and surface orientation [34]–[36].

The process variation causes inaccuracies in determining the age of a chip, as the $I_{DDQ}$ values for different chips vary significantly. It is a challenge to determine whether a change in $I_{DDQ}$ has resulted from aging or process variation. However, the aging causes the $I_{DDQ}$ to decrease, whereas the process variation may cause an increase or decrease in the $I_{DDQ}$. Our proposed solution based on normalized $\Delta I_{DDQ}$ (see Section III) removes the effect of systematic process variation from the measurement and helps to determine accurately whether or not a chip has been used.

C. Non-Uniform Aging in Circuit

In a complex circuit, not all transistors age at the same rate during an interval of operation. The aging rates of transistors depend upon controllabilities of signal nodes indicating how often they assume 0 or 1 values. SCOAP is a popular analysis of controllability and observability but it estimates the effort of setting a node to some value and observing at a primary output [37]. The SCOAP controllability, does not tell us how frequently the node will assume a 0 or 1 state. Hence, we use an alternative analysis of the circuit topology that provides 1-controllability for each node as the probability of the node being 1 when the circuit receives a random input. The 0-controllability is the complement of 1-controllability.

In a digital circuit, controllabilities vary from node to node. A logic value 1 at a node turns off the PMOS transistor of the next gate, whereas, a logic value 0 turns on the PMOS transistor of that gate. So when a node value is 0 the next gate ages, and when node value is 1 it relaxes. In a regular operation, the node with a higher probability of 0 (low 1-controllability) receives 0 more frequently and ages the next gate faster compared to a gate with an input of high 1-controllability. Consequently, all gates of the circuit do not age at the same rate. A gate ages faster when its inputs have low 1-controllabilities. Evidently, this leads to non-uniform aging across the circuit.

Figure 2 shows the controllability analysis of a circuit. The 1-controllabilities, $p_i$ through $p_{11}$, are computed by applying all input pattern combinations and $p_i$ is the ratio of number of 1’s on line $i$ to the total numbers of patterns (64 for this circuit). Gates $G_4$ and $G_5$ have greater chance of getting aged as one or both inputs receive 0 more frequently. We denote these gates as fast aging gates, highlighted in red. On the other hand, gates $G_6$ and $G_7$ have relatively lower chance of getting aged as one or both inputs receive 1 most of the time. We denote these gates as slow aging gates (shown in purple).

![Figure 2: Test pattern selection for $\Delta I_{DDQ}$ measurement using controllability analysis.](image-url)

Our objective is to measure $I_{DDQ}$ for fast aging gates and for slow aging gates, and then take the difference of those two values. We denote this as $\Delta I_{DDQ}$. Previously, $\Delta I_{DDQ}$ has been used in testing [38]. It was defined as the difference of $I_{DDQ}$ measurements for any consecutive patterns of an input sequence. In contrast, our $\Delta I_{DDQ}$ is obtained for only two carefully selected patterns.

When a chip ages, $I_{DDQ}$ from fast aging gates will decrease rapidly, whereas the $I_{DDQ}$ from slow aging gates will not change as much. This will result in an increasing $\Delta I_{DDQ}$ as the chip gets used longer in the field. It is necessary to select the first test pattern ($T_1$) that bypasses N-networks (e.g., $AB = 11$ for NAND gate in Figure 1) of fast aging gates. This pattern $T_1$ results in $I_{DDQ}$ denoted by $I_1$. Similarly, we select a second test pattern ($T_2$) that bypasses N-networks of slow aging gates. For $T_2$ the $I_{DDQ}$ is denoted by $I_2$.

The test consists of applying $T_1$ and $T_2$, and measuring $I_1$ and $I_2$. Let us assume that $I_{DDQ}$ is controlled mostly by slow aging gates during $T_1$ and mostly by fast aging gates during $T_2$. Then,

$$I_1 = k_1 \times I_P^H + r_1 \times I_N$$

$$I_2 = k_2 \times I_P^P + r_2 \times I_N$$

Where $I_P$ and $I_N$ are currents that depend on leakage resistances of PMOS and NMOS transistors as shown in Table I. “$H$” and “$L$” refer to the fast and slow aging conditions created by $T_1$ and $T_2$. Coefficients $k_1$, $r_1$, $k_2$ and $r_2$ depend on the specific signal states and gate structures in the circuit.

Note that $k_2 \times I_P^P$ will remain relatively unchanged with age as it is derived from a majority of slow aging gates, whereas $k_1 \times I_P^H$ will reduce significantly as it comes mostly from fast aging gates. The values of $I_P^H$ and $I_P^P$ are same at time 0 (when the chip is new) and equals $I_P$ if we ignore process variation. On the other hand, both $r_1 \times I_N$ and $r_2 \times I_N$ will remain constant, as $I_N$ results from NMOS transistors.

The difference between these two currents is denoted as $\Delta I_{DDQ}$, and described as follows:

$$\Delta I_{DDQ} = I_2 - I_1 = k_2 \times I_P^P - k_1 \times I_P^H + (r_2 - r_1) \times I_N$$

In Equation 3, $\Delta I_{DDQ}$ has two components derived from P-Network ($\Delta I_P$) and N-Network ($\Delta I_N$). Our objective for selecting two patterns ($T_1$ and $T_2$) will be based on maximizing the aging degradation from the P-network. At the same time, we need to focus on minimizing $\Delta I_N$ such that the impact of process...
variation on $\Delta I_{DDQ}$ from the N-network can be eliminated. Roughly, we can say the two patterns should follow $r_2 \approx r_1$.

Of the two types of process variations (systematic and random), systematic variation affects $I_{DDQ}$ from chip to chip. It moves the threshold voltages ($v_{th}$) for all transistors on a chip in the same way (either increase or decrease). As a result, both $I_1$ and $I_2$ are impacted identically, and we should expect $\Delta I_{DDQ}$ to be unaffected. However, it is necessary to normalize $\Delta I_{DDQ}$ to be in the same range for different process corners. On the other hand, random process variations average out for a circuit with a reasonable number of gates. In our simulation, we have considered four corner cases of process variation. We define normalized $\Delta I_{DDQ}$ as follows:

$$\Delta I = \frac{I_2 - I_1}{I_2 + I_1} \times 100 \text{ percent}$$

(4)

We will use $\Delta I$ to detect recycled ICs.

III. PROPOSED APPROACH FOR DETECTING RECYCLED ICs

The proposed flow for detecting recycled ICs is based on the change in the $\Delta I_{DDQ}$, which increases when a chip is used. We can accurately identify a chip as recycled, if normalized $\Delta I_{DDQ}$ becomes greater than a threshold value. The procedure comprises two stages - characterization and test. During characterization, we will derive two test patterns for $I_{DDQ}$ measurement, and a threshold value as the comparison point. During the test, we measure the $I_{DDQ}$ for the two selected test patterns, and a decision is made based on the normalized $\Delta I_{DDQ}$ value.

A. Characterization

The first part of the proposed method is to characterize the chip. This will be done by the chip manufacturer. The characterization process has two parts: pattern selection and threshold calculation. First, we need to select two input patterns for testing. The second part is to determine a threshold value, $\Delta I_T$, which will be used as a reference to make a decision in the testing phase. The input pattern selection process is as follows:

1) Two thousand input patterns are selected randomly to find out two patterns ($T_1$ and $T_2$) that can result in maximum degradation ($\Delta I$, see Equation 4) when an IC gets used in the field. We choose 2,000 input patterns for characterization as it is a large sample size, which can fairly represent the whole input pattern set. Note that one can also use a larger number of input patterns.

2) We use HSPICE to simulate the circuit, and measure $I_{DDQ}$ for all 2,000 input patterns. Suppose, the current for $i^{th}$ pattern is $I_{i(0)}$. See the simulation details in Section IV. Note that this characterization can be done in a foundry by measuring the $I_{DDQ}$ for a new chip.

3) Aging simulation is performed by using Synopsys MOSRA (see in Section IV) to find out two patterns that cause maximum degradation. We perform aging for six months at a temperature 25°C, and the nominal supply voltage of 1V. After aging $I_{DDQ}$ for the same 2,000 test patterns is measured. Aged $I_{DDQ}$ can be represented as $I_{i(0)}$. Note that a manufacturer can also perform an accelerated aging at the foundry.

4) The percentage change in $I_{DDQ}$ is calculated for each pattern for six months of aging. The calculation can be done using equation 5.

Algorithm 1: Test pattern selection

input : Circuit netlist (C), randomly selected 2000 test patterns ($TP$), and $\delta I$ for all $TP$ ($\delta$)

output : Two test patterns ($T_1$, $T_2$)

begin
1. $A \leftarrow \max(\delta I)$, $B \leftarrow \min(\delta I)$;
2. $j, l \leftarrow 1$;
3. for $i = 1$ to 2000 do
   4. if $\delta I > 0.95 \times A$ then
      5. $L_1[i] \leftarrow TP[i]$;
      6. $r_1[i] \leftarrow \text{calculate}_r(C, TP[i])$;
      7. $j \leftarrow j + 1$;
   end
   8. if $\delta I < 1.05 \times B$ then
      9. $L_2[i] \leftarrow TP[i]$;
     10. $r_2[i] \leftarrow \text{calculate}_r(C, TP[i])$;
     11. $l \leftarrow l + 1$;
   end
end

for $i = 1$ to $j$ do
15. for $m = 1$ to $l$ do
16. $D(i, m) \leftarrow |(r_1[i] - r_2[m])|;
17. end
18. end
19. $[r, c] \leftarrow \text{min}_\text{element}(D)$;
20. $T_1 \leftarrow L_1[r]$, $T_2 \leftarrow L_2[c]$;
end

$$\delta I = \frac{I_{(0)} - I_{(1)}}{I_{(0)}} \times 100 \text{ percent}$$

(5)

5) Finally, Algorithm 1 is applied to select two input patterns $T_1$ and $T_2$.

Algorithm 1 selects two test patterns ($T_1$ and $T_2$) such that $\Delta I_P$ is maximized (largest aging degradation) and $\Delta I_N$ is minimized (lowest impact of process variation on $\Delta I_{DDQ}$ from N-networks (see Equation 3). The algorithm takes the circuit netlist (C), 2,000 randomly selected test patterns ($TP$), and previously calculated/measured $\delta I$ (see Equation 5) for all these patterns ($\delta I$) as input, and returns two test patterns ($T_1$ and $T_2$) as output. The algorithm starts by selecting the maximum and minimum $\delta I$ (Line 2). Two groups of patterns ($L_1$, $L_2$) are selected from 2,000 input patterns that include patterns with maximum and minimum $\delta I$ with 5% tolerance limit (Line 4-15). Note that one can also vary this tolerance to obtain these groups. The coefficient $r_1$ for $I_N$ in Equation 1 is computed using calculate_r function (Line 7), which takes the netlist (C) and a test pattern ($TP[i]$) as inputs. It uses Synopsys VCS simulation to obtain the internal node values. Finally, $r_1$ is calculated using Table I. Similarly, $r_2$, which is the coefficient of $I_N$ in Equation 2 is computed using calculate_r function (Line 12). A matrix $D$ is computed, where each element is the difference of $r_1$ and $r_2$ (Line 16-19). The row and column indexes of the minimum element in matrix $D$ are selected, where min_element() function returns the row and column indexes of the minimum element of a matrix (Line 21). These indexes are used to select the desired test patterns, $T_1$ and $T_2$.

The second part of the characterization process is to calculate the threshold value to determine whether or not a chip is recycled. As $I_{DDQ}$ varies with the process variation (see Section II-B), it is necessary to consider all corner cases of process variation. The four cases have been modeled as four netlists. Netlist-1 is the circuit with no systematic process variation. Netlist-2 is the same circuit with 10% increased $v_{th}$ for all MOS transistors. Netlist-3 is also the same circuit with 10% decreased $v_{th}$ for all MOS transistors. Netlist-4 is the circuit with 10% increased $v_{th}$ for all
Table II: $I_{DDQ}$ for new circuits.

<table>
<thead>
<tr>
<th>Usage months</th>
<th>Benchmarks</th>
<th>Netlist-1</th>
<th>Netlist-2</th>
<th>Netlist-3</th>
<th>Netlist-4</th>
<th>$\Delta I_T % = \max(\Delta I)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>c432</td>
<td>16.99</td>
<td>18.84</td>
<td>5.16</td>
<td>11.10</td>
<td>12.29</td>
</tr>
<tr>
<td></td>
<td>c499</td>
<td>49.25</td>
<td>52.57</td>
<td>3.26</td>
<td>30.39</td>
<td>32.60</td>
</tr>
<tr>
<td></td>
<td>c880</td>
<td>33.74</td>
<td>37.49</td>
<td>5.26</td>
<td>21.61</td>
<td>24.10</td>
</tr>
<tr>
<td></td>
<td>c1908</td>
<td>44.96</td>
<td>49.05</td>
<td>4.35</td>
<td>28.85</td>
<td>31.62</td>
</tr>
<tr>
<td></td>
<td>c3540</td>
<td>113.77</td>
<td>125.39</td>
<td>4.86</td>
<td>72.87</td>
<td>80.39</td>
</tr>
<tr>
<td>6</td>
<td>c432</td>
<td>16.40</td>
<td>18.26</td>
<td>5.37</td>
<td>10.74</td>
<td>11.95</td>
</tr>
<tr>
<td></td>
<td>c499</td>
<td>47.21</td>
<td>50.73</td>
<td>3.59</td>
<td>29.34</td>
<td>31.66</td>
</tr>
<tr>
<td></td>
<td>c880</td>
<td>32.49</td>
<td>36.23</td>
<td>5.44</td>
<td>20.92</td>
<td>23.41</td>
</tr>
<tr>
<td></td>
<td>c1908</td>
<td>43.19</td>
<td>47.34</td>
<td>4.58</td>
<td>27.88</td>
<td>30.71</td>
</tr>
<tr>
<td></td>
<td>c3540</td>
<td>109.28</td>
<td>120.85</td>
<td>5.03</td>
<td>70.41</td>
<td>77.93</td>
</tr>
</tbody>
</table>

Table III: $I_{DDQ}$ for used circuits.

<table>
<thead>
<tr>
<th>Usage months</th>
<th>Benchmarks</th>
<th>Netlist-1</th>
<th>Netlist-2</th>
<th>Netlist-3</th>
<th>Netlist-4</th>
<th>$\min(\Delta I)$ %</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>c432</td>
<td>16.99</td>
<td>18.84</td>
<td>5.16</td>
<td>11.10</td>
<td>12.29</td>
</tr>
<tr>
<td></td>
<td>c499</td>
<td>49.25</td>
<td>52.57</td>
<td>3.26</td>
<td>30.39</td>
<td>32.60</td>
</tr>
<tr>
<td></td>
<td>c880</td>
<td>33.74</td>
<td>37.49</td>
<td>5.26</td>
<td>21.61</td>
<td>24.10</td>
</tr>
<tr>
<td></td>
<td>c1908</td>
<td>44.96</td>
<td>49.05</td>
<td>4.35</td>
<td>28.85</td>
<td>31.62</td>
</tr>
<tr>
<td></td>
<td>c3540</td>
<td>113.77</td>
<td>125.39</td>
<td>4.86</td>
<td>72.87</td>
<td>80.39</td>
</tr>
<tr>
<td>12</td>
<td>c432</td>
<td>16.40</td>
<td>18.26</td>
<td>5.37</td>
<td>10.74</td>
<td>11.95</td>
</tr>
<tr>
<td></td>
<td>c499</td>
<td>47.21</td>
<td>50.73</td>
<td>3.59</td>
<td>29.34</td>
<td>31.66</td>
</tr>
<tr>
<td></td>
<td>c880</td>
<td>32.49</td>
<td>36.23</td>
<td>5.44</td>
<td>20.92</td>
<td>23.41</td>
</tr>
<tr>
<td></td>
<td>c1908</td>
<td>43.19</td>
<td>47.34</td>
<td>4.58</td>
<td>27.88</td>
<td>30.71</td>
</tr>
<tr>
<td></td>
<td>c3540</td>
<td>109.28</td>
<td>120.85</td>
<td>5.03</td>
<td>70.41</td>
<td>77.93</td>
</tr>
</tbody>
</table>

PMOS transistors, and 10% decreased $v_{th}$ for all NMOS transistors. A random variation of 5% of $v_{th}$ is added to all four netlists. Netlist-1 represents the ideal case where there is no systematic process variation. For Netlist-2 both $I_P$ and $I_N$ of Equation 3 will be decreased due to the increased $v_{th}$. On the other hand, both $I_P$ and $I_N$ will be increased due to a reduced $v_{th}$ in Netlist-3. For Netlist-4, $I_F$ will be reduced, whereas $I_N$ will be increased. Netlist-4 represent the most severe case, as it will increase the noise effect during the measurement (see Equation 3). We measure $\Delta I$ for all four cases and consider the maximum of all the fours as our threshold value, which is denoted as $\Delta I_T$. The threshold value selection process can be summarized as follows:

1) Create four netlists for different process corners.
2) Apply two input patterns, $T_1$ and $T_2$, to all four netlists and measure $I_{DDQ}$.
3) Normalized $I_{DDQ}$ and $\Delta I$ are calculated for all four netlists.
4) The maximum value of $\Delta I$ found in Step 3 will be considered as the threshold value ($\Delta I_T$) for detecting recycled chips.

Note that we do not need to perform the simulation when we have access to the new chips. In the foundry, two previously selected input patterns, $T_1$ and $T_2$, can be applied to a reasonably large number of ICs and $\Delta I$ measured. The threshold value will be the maximum of all $\Delta I$s.

B. Tests for Identifying Recycled ICs

The testing process for detecting recycled ICs is fairly straightforward. Two test patterns, $T_1$ and $T_2$, are required during the test. These two patterns can be obtained from the characterization phase (see Section III-A), which can be completed either by simulation using any commercial tool or at the manufacturing floor using fabricated chips. The steps for detecting recycled ICs are as follows:

1) Input patterns $T_1$ and $T_2$ are applied to the chip under test.
2) $I_{DDQ}$ for these patterns, $I_1$ and $I_2$, are measured using a commercial tester.
3) $\Delta I$ is calculated using Equation 4.
4) If $|\Delta I|$ is greater than $\Delta I_T$, the chip is classified as a recycled chip. Otherwise, it is a new chip.

IV. RESULTS AND DISCUSSION

To verify the proposed method of detecting recycled chips, we performed aging simulation on ISCAS’85 benchmark circuits [39]. We used MOS Reliability Analysis (MOSRA) in HSPICE, an integrated circuit reliability analysis tool from Synopsys [40], and Synopsys 32nm technology library [41]. MOS transistor parameters were based on 32nm low power metal gate Predictive Technology Model (PTM) [42]. The aging simulation was done for 25°C temperature and nominal supply voltage of 1V. The benchmark circuits were synthesized in Synopsys Design Compiler and converted into HSPICE netlist by Synopsys IC Validator. We used Synopsys VCS to perform the gate level analysis needed in Algorithm 1.

Simulation results for five benchmark circuits are given in Tables II and III. Table II contains $I_{DDQ}$ for both patterns for each netlist, when the circuit is new. The first column represents the usage of the chip. $I_{DDQ}$ from Netlist-1 for patterns $T_1$ and $T_2$ ($I_1$ and $I_2$ in nanoseconds) are shown in Columns 3 and 4, respectively. $\Delta I$ (see Equation 4) is shown in Column 5. The values for Netlist-2 are shown in Columns 6-8, and those for Netlist-3 and Netlist-4, in Columns 9-11 and Columns 12-14, respectively. Maximum value of $\Delta I$, which is the threshold ($\Delta I_T$) for each circuit is shown in Column 15. For c432 benchmark circuit, $\Delta I$ values in new circuit for four netlists that represent process corners, are 3.65%, 3.65%, 3.50% and 3.80% respectively. The maximum value 3.80% is the threshold $\Delta I_T$. Similar analysis can be performed for all other benchmark circuits.

Table III summarizes $I_{DDQ}$ data after six months and one year of aging. The columns of this table are similar as in Table III, except the last one. Column 15 represents the minimum value of the $\Delta I$ obtained from the four netlists. We can detect recycled ICs if the value of Column 15 is greater than $\Delta I_T$ (Column 15 of Table II). For the c432 circuit, after six months of aging, the $\Delta I$ values are 5.16%, 5.09%, 4.97% and 5.23%. The minimum value is 4.97% which is greater than its threshold ($\Delta I_T = 3.80\%$). The same analysis can be performed for other benchmark circuits. Note that the $\Delta I_T$ value further increases when the circuit is aged beyond one year.
V. CONCLUSION

The two-pattern $\Delta I_{DDQ}$ test effectively identifies recycled ICs that may have been previously used for as little as six months. The test requires no added hardware or design change in the device. It can be applied by any available automatic test equipment (ATE) and the test is quick and economical because it involves application of just two patterns for which $I_{DDQ}$ is measured. An important feature is the suppression of interference from systematic process variation. Because activity varies from signal to signal, not all transistors experience the same level of NBTI induced aging. In one of the two test patterns $I_{DDQ}$ is controlled by the least aged transistors, while in the other pattern it is controlled by the most aged transistors. The test patterns used in our illustration were selected from 2,000 random patterns and cannot be considered optimal. Finding an optimal pattern pair will be a relevant problem to solve.

The last column of Table II shows that not all circuits are affected by process variation in the same way. Circuit c499 is least affected and c880 is most affected. Future investigation on structure and function dependence of this effect may lead to design principles that minimize process variability.
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