
J Electron Test manuscript No.
(will be inserted by the editor)

Aging-Resilient SRAM-based True Random Number Generator for
Lightweight Devices

Wendong Wang 1 · Ujjwal Guin1 · Adit Singh1

Received: date / Accepted: date

Abstract A random number generator (RNG) is an impor-
tant building block for cryptographic operations primarily
to generate random nonces and secret keys. The power-up
value of an SRAM array has been widely accepted as an en-
tropy source for generating random numbers. However, only
a few cells of the SRAM are truly random upon repeated
power-ups; the vast majority of cells display a distinct bias
from manufacturing process variations. Consequently, a rel-
atively large SRAM array is required to obtain sufficient en-
tropy for generating random numbers. Earlier research has
proposed the use of controlled device aging at pre-deployment
stage to enhance the initial entropy of an SRAM array. How-
ever, aging in the field can adversely affect the entropy and
degrade randomness; we show here that any initial aging to
increase SRAM entropy can even be counter productive. In-
stead, we propose an SRAM-based random number genera-
tion approach, which continually manipulates device aging
during operation to constantly maximize entropy for the en-
tire deployment period. The key idea is to continually stress
the SRAM cells in their power-up states at regular intervals.
This helps counteract the aging caused by the random mem-
ory states that occur during operation. Silicon results are
presented to validate our proposed approach.

Keywords TRNG · NBTI · process variation · entropy

Wendong Wang
E-mail: wendong@auburn.edu

Ujjwal Guin
E-mail: ujjwal.guin@auburn.edu

Adit Singh
E-mail: adsingh@auburn.edu

1 Department of Electrical and Computer Engineering
Auburn University

1 Introduction

With the advancement of ubiquitous distributed computing
under the broad umbrella of the Internet of Things (IoT),
the number of connected devices (edge devices) is expected
to grow exponentially in the coming decades. wide use of
these edge devices, which can be expected to include a large
share of Cyber-Physical Systems (CPS), in critical appli-
cations (e.g. smart home, smart city, automated transporta-
tion etc.) will present unique security challenges. Due to the
resource constraints of low cost, low power hardware, the
majority of edge devices today are unable to use standard
cryptographic protocols to communicate securely. Trappe et
al. have shown how the power constraint in IoT edge de-
vices limits the encryption functionality of the sensor nodes,
which leads to poorly encrypted communication, or often
no encryption at all [33]. In particular, the inability to in-
corporate cryptographic primitives in low cost IoT edge de-
vices results in significant vulnerability in their communi-
cations [11, 13]. Consequently, reliably authenticating the
devices and securely controlling access to them, maintain-
ing confidentiality for all communications, and also ensur-
ing data integrity, all become very challenging.

Clearly, in order to facilitate large scale adoption in di-
verse IoT/CPS applications, the IoT devices must be of low-
cost. This requires that any added security features reuse
available hardware resources to the greatest extent possible.
It is widely recognized that power-up state of the available
SRAM memory in the IoT edge devices can been exploited
as a low cost entropy source for implementing a hardware-
based random number generator (RNG). However, such a
RNG must operate reliably, without degradation in output
quality, over long periods in harsh conditions since IoT nodes
may be deployed over a diverse range of physical locations
and challenging environments. This paper addresses the prob-
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lem of ensuring the randomness and quality of SRAM-based
RNGs in the face of device stress and long term aging.

Random number generators (RNG) have extensive prac-
tical applications. Besides cryptographic algorithms and se-
cure protocols, random number also play a crucial role in
IP piracy and IC overproduction [12, 22], countermeasures
against side channel attacks [9, 29], generating nonces or
random seeds [19,21,30], and anti-counterfeit measures [10].
Consequently, much research is focused on developing “true”
RNGs (TRNGs) with provable randomness properties as spec-
ified in certification tests, such as those recommended by
National Institute of Standards and Technology (NIST). In
[2, 25, 26, 37], the authors proposed a ring oscillator based
TRNG by taking advantage of process variations and dy-
namic temperature variations. Whereas, the authors utilize
metastable mode of digital components to implement TRNGs-
[32,36]. Several researchers have also implemented TRNGs
utilizing memories. In [39], the author proposed a flash mem-
ory based TRNG by taking advantage of random telegraph
noise in the intrinsic circuit. The DRAM based TRNG is the
one of direction. In [8], the author proposed using startup
value of DRAM to implement random number generator.
In [31], the authors use the data remanence effect of DRAM
to implement a TRNG. As the static random-access memory
(SRAM) is one of basic memory component in computing
systems, many researchers have tried to use it to develop a
TRNG.

Researchers have developed TRNG structures utilizing
SRAM as an entropy source [5,14,18]. By combining the en-
tropy source with a pseudo random number generator (PRNG),
these random number generators can achieve a relatively
high throughput. However, limited entropy from an SRAM
array poses a potential risk for any SRAM based TRNG as
majority of cells are stable at either 0 or 1. Herrewege et al.
presented a PRNG structure based on the power-up state of
an SRAM array by implementing in commercial off-the-self
microcontrollers [35]. The author showed that the SRAM
present in these microchips (e.g. PIC16F1825) cannot se-
curely seed the PRNG. The authors in [17, 35] showed that
the entropy of an SRAM array decreases with the decrease
of temperature. This may cause freezing attacks, where an
attacker can expose an SRAM chip to a low temperature.
These prior works indicate that entropy of power-up state
of SRAM is very crucial parameter for creating a secure
PRNG. Consequently, researchers have introduced new meth-
ods to improve and preserve the entropy of the SRAM array.
In [6] and [23], the authors proposed a minor modification to
the conventional SRAM array to improve the instability of
SRAM cells. In [16], the authors exploit device aging to im-
prove the initial entropy of the SRAM array at deployment.

This paper is focused on bias temperature instability (BTI)
based degradation of SRAM-based RNGs due to operational
stress over time. BTI is mostly observed to impact PMOS

transistors as Negative BTI (NBTI) in traditional bulk tech-
nologies [24, 27], but the discussion equally applies to Pos-
itive PBTI (PBTI), if there is significant aging degradation
in the NMOS transistors. The primary contributions of the
paper are two-fold. First, we demonstrate that any initial en-
hancement of the entropy of an SRAM array through con-
trolled and selective aging of devices prior to deployment
(as proposed, for example, in [16]) is not retained for very
long during actual use, and can have an adverse effect on
security if relied upon at design time. This is because, with
many different random data patterns stored in a functional
SRAM during normal operation, all devices get maximally
aged from stress over time as the increase in threshold volt-
ages of transistors due to NBTI saturates. All transistors now
experience nearly equal elevation in threshold voltage. Con-
sequently the net imbalance in threshold voltages in each
SRAM cell, which decides the power-up state of the cell,
returns to what it was before any compensating aging stress
was applied, i.e., as at the time of manufacture. Thus aging
cannot be reliably used to increase long term entropy in the
SRAM states at power-up if the memory is simultaneously
also used for functional purposes, as is common in low cost
applications. In actual fact, SRAM entropy can often de-
grade below it’s initial level at manufacture during operation
due to uneven aging stress caused by repeated patterns in the
data stored in memory. The resulting loss of randomness in
the RNG can present a significant security risk. This moti-
vates the second contribution of this paper: the development
of a controlled periodic aging strategy during operation that
prevents any significant degradation of entropy in the SRAM
throughout its operational life, and thereby ensures that the
RNG always satisfies its randomness specifications. (Illus-
trated later in Figure 2.) The concepts and methodologies
presented in this paper have been validated through exten-
sive silicon experiments as discussed later Sections.

The rest of the paper is organized as follows. Section 2
introduces the modeling of power-up state for an SRAM,
and how it is impacted by the aging. Section 3 discusses the
our proposed approach for generating true random numbers.
Experimental results are results are given in Section 4. Fi-
nally, we conclude our paper in Section 5.

2 Background: Randomness and the Power Up-state of
SRAMs

The most significant device parameters influencing the power-
up state of an SRAM cell are the threshold voltages (vth) of
the MOS transistors. Note that a conventional SRAM cell
consists of six transistors as shown in Figure 1. Here four
of the transistors (M1,M2,M3 and M4) form a bistable latch
that stores the 1-bit of data in the cell. BL, and BL are the
complementary bit lines that provide access to the stored bit
through the access transistors M5 and M6.
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Fig. 1: Simplified architecture of an SRAM array and a six-
transistor SRAM cell.

2.1 Effect of Process Variations on the Power-up State

When an SRAM array is powered-up, initially each individ-
ual memory cell randomly acquires either a logic 0 or logic 1
value. During design, the MOS transistors in each matched
pair (M1 and M2,M3 and M4, and M5 and M6) in Figure 1
are carefully layed out and fabricated to be completely iden-
tical, including all their layout related parasitic components.
The perfect symmetry of the memory latch in a SRAM cell
maximizes noise margins during operation. Consequently,
each SRAM cell should ideally have a 50% chance of ac-
quiring either logic 0 or logic 1 when powered up, the actual
value decided by random unbiased noise. However, in prac-
tice most MOS transistor pairs will not be perfectly matched
due to random manufacturing process variations, the most
significant of which are the small variations in the threshold
voltages in each MOSFET. vth differences in the PMOS and
NMOS transistor pairs can either both cause a cell bias in the
same direction or in opposite directions; the net imbalance
decides the overall bias towards either 1 or 0 at power-up. A
larger net imbalance in the transistor pairs result in a more
skewed SRAM cell. If the net vth difference is small, the
power-up values may be still be somewhat random, with a
bias towards either 0 or 1. On the other hand, for relatively
large net vth imbalances, the power-up state may be stable
and always the same over multiple power-up cycles. Based
on this behavior at power-up, the SRAM cells have been
divided into three categories in the literature – no-skewed
cells, partially-skewed cells, and fully-skewed cells [7]. Ex-
perience shows that 80-90% of the cells in an SRAM are
typically fully-skewed or stable cells at power-up, 5-15%
are partially skewed unstable cells that sometimes display
random behavior, while less than 5% display highly random
behavior with nearly equal probability of powering-up in ei-
ther state.
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Fig. 2: Timing diagram of internal nodes of an SRAM Cell
during the power-up.

In order to investigate how the difference in vth influ-
ence the power-up state of SRAM in more detailed way, the
HSPICE simulation have been performed by using 32 nm
bulk Predictive Technology Model (PTM). Figure 2 shows
the voltage potential of different nodes for a single SRAM
cell corresponding to Figure 1.(b). In the design stage, the
parameter of all the MOSFETs are intended to be identical
(M1,M2, M3,M4). However, each MOSFET will obtain vari-
ability resulted from manufacturing process variation. To ex-
plain the power-up behavior, we ignore the process variation
of NMOS (M3 and M4) transistors (for simplicity and the
power-up of an SRAM cell depends of PMOS transistors
for fast power supply ramp [38]. The vth of M2 is assumed
to be higher than M1 (absolute value) for 20%. As depicted
from Figure 2, the potential of node 1 (V1) and node 2 (V2)
increase nearly at the same rate initially. However, at some
point of time, M1 reach the saturation region due to lower
Vth. In contrast, M2 remain in cut-off region. Consequently,
potential across node 1 (V1) reaches to V DD as higher cur-
rent will flow through M1 compared with M2, while poten-
tial across node 2 (V2) decreases to zero. In summary, the
cell will power up with 1 if the absolute value of vth of M2
is higher than M1, and vice versa.

2.2 SRAM-Based Random Number Generation

While the vast majority of bits in any SRAM are fully-skewed
and therefore, stable at power-up, a large SRAM still has
enough randomness (entropy) to support generation of a ran-
dom number. This is readily seen by considering the result
of an XOR operation over all the bits of the SRAM. The
resulting single binary bit will be quite random and unpre-
dictable over multiple power-up instances if even a relatively
few bits in the SRAM array are unstable. A multi-bit ran-
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dom number, for example 32-bits, can be easily obtained by
partitioning a large SRAM into 32 arbitrary blocks, and then
performing XOR operations on each of the individual blocks
to generate the 32 random bits, i.e., one bit from each block.
In practice, as discussed in the next section, RNGs used in
security applications employ more sophisticated methods to
extract the entropy (often referred as entropy pool, see Fig-
ure 4) instead of the simple XOR operation.

2.3 SRAM Entropy and Aging

Observe that RNG randomness measures can be further im-
proved if there are more unstable bits in the SRAM. Some
research, e.g., [6], has proposed modifications to the con-
ventional SRAM array to increase the instability of SRAM
cells. However, such a custom approach may not be appro-
priate for low cost IoT nodes. More recent work has sug-
gested the use of controlled device aging to maximize the
number of unstable cells. Recall that PMOS transistors ex-
perience NBTI aging under negative bias stress, resulting in
an increase in the magnitude of their threshold voltage over
time from a negative bias stress at the gate. NMOS devices
experience a similar PBTI effect, but this has traditionally
been observed to be much smaller. The NBTI stress win-
dows are the periods when the PMOS transistors are ON;
similarly NMOS transistors are stressed when they are ON.
There is some partial recovery from BTI degradation when
the stress is removed, i.e., when the transistors are OFF, but,
for random inputs, the average threshold voltage shift due to
aging tends to increase over time and finally saturate in the
long run as shown in Figure 6.

In newly manufactured SRAMs, where the threshold shifts
from aging have not yet occurred and are far from satura-
tion, controlled aging offers a way to counteract the inher-
ent bias in cells from process variations and increase the
number of unstable cells. Consider an SRAM cell that is
powered-up and acquires a low (state 0) at the left output
of the latch (transistors M1 and M3 in Figure 1). This cell
obviously has an inherent 0 bias which can be caused by
the left NMOS transistor in the NMOS transistor pair hav-
ing a smaller threshold voltage, and/or the right PMOS in
the PMOS pair having a smaller (in magnitude) threshold
voltage . Lower threshold transistors are the first to turn ON
at power up, which in this case would force the left out-
put to 0 and the right output to 1. Notice that after power
up these very same transistors, the left NMOS and the right
PMOS are ON and therefore under BTI stress. This tends to
increase the magnitude of their threshold voltages, thereby
reducing the bias in the cell over time because the comple-
mentary transistors in each pair are OFF and therefore do not
similarly degrade with time. Thus, BTI aging can be used
to reduce, and even overcome, the inherent bias in SRAM
cells through deferentially aging transistor pairs to create an

opposite bias by holding the initial power-up state for a con-
trolled period. This approach has been proposed [16] as a
method to increase cell instability and thus to increase the
SRAM entropy before it is deployed in the field.

However, the problem with such an methodology is that
this increase in entropy, which depends on differential ag-
ing of the transistor pairs in the SRAM cells, can only work
when the transistors are new and relatively unaged. Over
time, once all transistors in the SRAM get significantly aged
from the stress of a very large number of random functional
data cycles, the threshold voltage degradation in all PMOS
transistors saturates at a nearly the same levels, eliminating
any differential impact, and hence returning the SRAM cells
to their biases at the time of manufacture. Thus, if a RNG is
designed with an SRAM assuming the higher level of en-
tropy achieved through selective aging pre-deployment, it
may fail randomness specifications over time as the num-
ber of unstable bits in the SRAM decrease. This is clearly
observed in the silicon results presented in later sections.

From the above discussion, it is clear that RNGs must
be designed assuming that SRAM entropy cannot be reli-
ably increased beyond the level inherent at manufacture. On
the other hand, our silicon results show that on the SRAM
entropy can actually drop below its initial level during the
early period of deployment, before device aging saturates.
This occurs because not all stress in functional memory dur-
ing operation is entirely random. For example, memory data
statistics show that in some applications, SRAM cells have a
distinctly higher likelihood of storing a 0 value [40]. Such a
storage pattern will tend to increase cell bias dis-proportionally
in one direction, reducing the number of unstable cells. We
therefore develop a controlled aging strategy to ensure that
the SRAM entropy never drops (within bounds) below its
initial entropy at manufacture anytime during deployment.
This can be achieved by periodically powering up the SRAM
and then holding the power-up state for a calculated window
of time to neutralize any built up bias from systematic stress.
This period should be small enough to allow only minimum
shifts in the threshold voltage, well within the threshold volt-
age mismatch range acceptable for RNG operation, to en-
sure that the controlled BTI stress cycle does not itself leave
an unacceptable bias in any cell. The power up and hold
operation can then be repeated as frequently as needed to
ensure proper RNG operation. Notice that any SRAM cell,
utilized in the RNG, that for any reason develops an un-
wanted bias will be stressed back towards neutrality dur-
ing each controlled BTI stress cycle, with small threshold
voltage shifts. In case the threshold shift caused by the BTI
stress overshoots neutrality and creates an opposite bias in
the cell, then during the next controlled stress cycle, the cell
will power up in the complementary state creating BTI stress
in the complementary set of transistors, thereby again driv-
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Fig. 3: SRAM entropy versus deployment time for different
aging strategies.

ing the cell bias towards neutrality. The proposed methodol-
ogy is thus fully self-correcting.

The plot in Figure 3.a illustrates the change in entropy
from uncontrolled aging during the normal operation of an
SRAM in the field. Following deployment, the entropy ini-
tially decreases from the biased stress that exists even in the
random data, because vth shifts from aging are the greatest
in new devices. However, it soon starts recovering as the vth
shifts start saturating and therefore equalizing in the SRAM
transistor pairs (Figure 3.a). The entropy ultimately recovers
to its initial level (E0) at time T . At this stage, aging degra-
dation has saturated and virtually equalized in all the transis-
tors, bring entropy back to the unaged level. The approach
proposed in [16] increases the initial entropy (E0+∆E) with
careful pre-deployment aging (Figure 3.b). However, the en-
tropy quickly drops below E0 after just a short period of de-
ployment in the field, and again slowly recovers to back to
E0. Finally, Figure 3.c shows how we can always maintain
(or exceed) the initial entropy using our proposed periodic
aging strategy. This guarantees the randomness specifica-
tions for the TRN throughout the deployment window.

3 Proposed Approach for Creating an Aging-Resilient
SRAM-based RNG

As discussed earlier, the power-up bits generated from an
SRAM suffer from low entropy as the majority of the SRAM
cells are biased towards 0 or 1 due to process variation. In
a standard SRAM array, around 80-90 percent of cells are
stable (stable at either 0 or 1) [20]. As a result, we need a
large SRAM array to create a true random number. It is often
tempting to create an SRAM-based RNG with increased en-
tropy, such that it can be well-suited to resource constrained

devices in an IoT or CPS application. In this section, we de-
scribe why the initial increase of the entropy of an SRAM
array using accelerated aging can create an adverse effect
on the bits produced from a RNG while they are operating
in the field. We also propose an approach to compensate for
any degradation from aging in SRAM-based RNGs.

3.1 Implementation of an SRAM-based RNG

There are two ways for implementing a random number gen-
erator (RNG), namely, non-deterministic and deterministic
[4]. In a non-deterministic RNG, every bit comes from the
physical random source and such a bit is completely random
and unbiased. Deterministic RNGs use an algorithm to gen-
erate the sequence of true random bits starting with a seed
(entropy source) which is random, but whose individual bits
may display some bias. In this paper, we treat the SRAM
as this entropy source, and then use a hash function to gen-
erate the true random number. [3]. Figure 4 shows an im-
plementation of the SRAM-based RNG, where the SRAM
array provides the necessary entropy to create the random
bits. The entropy pool behaves like an entropy extractor. A
secure hash function (SHA-2/SHA-3) is used for extracting
the entropy [18]. One can also use AES-CBC-MAC for such
purpose [15]. Note that the size of the SRAM array should
be large enough to provide the necessary entropy (e.g., en-
tropy should be approximately 256 bits (or more) for a 256-
bit random number).

 SRAM Array
Hash Function 

(SHA-3) 

Entropy 

Source

Entropy 

Pool
TRNs

Fig. 4: A typical RNG implementation [4, 15], which uses
an SRAM memory.

The entropy, which refers to the disorder or uncertainty,
of a source can be calculated using Shannon’s formula [28]:

E =−∑
i

p(xi) log2 p(xi) (1)

where p(xi) denotes the probability of observing pattern xi.
For a single bit binary source, the entropy can be calculated
as:
Eb =−{p(x0) log2 p(x0)+ p(x1) log2 p(x1)} (2)

where p(x0), and p(x1) denotes the probability of occurring
x = 0, and x = 1, respectively. As an SRAM array consists
of multiple SRAM cells, where the power-up state of one
SRAM cell is independent of others, we can compute the
average entropy per bit using the following equation:
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Ebavg =
1
S

S

∑
i=1

Ebi (3)

where S represents the SRAM array size, i.e., the number of
SRAM cells. To design an SRAM-based RNG, the entropy
should be at least equal to or larger than the random bits
generated from it.

3.2 Aging-Resilient SRAM-based RNG

An unbiased SRAM cell, which primarily contributes to the
entropy of the SRAM array, may become biased due to ag-
ing from usage in the field. As a result the overall entropy
from an SRAM array can reduce over time. In this section,
we explain why pre-deployment initial aging (simple or ac-
celerated) to increase the entropy of an SRAM array can
have a negative impact on the randomness of the bits gener-
ated from a RNG over time. Instead, we propose an alternate
strategy of controlled aging of the SRAM array at regular
intervals to compensate for the loss of bias in normal usage
and maintain SRAM entropy.

The entropy of an SRAM array results from the balanced
cells, where the threshold voltages of transistor pairs is virtu-
ally equal at manufacturing and the power-up state is equally
likely to be 0 or 1. However, more than 80% of the SRAM
cells are usually biased towards either 0 or 1 due to manu-
facturing process variations. Kiamehr et al. [16] proposed a
solution by aging an SRAM array just after manufacturing
to increase the number of unbiased cells in the array. The
scheme exploits NBTI aging to selectively increase vT hu of
the PMOS in one inverter by stressing the cell in the power-
up state. It can thereby obtain, on average, more balanced
cells and higher entropy. The approach is particularly effec-
tive because vT hu shifts from aging are faster and larger in
a newly manufactured part. However, this scheme creates a
vulnerability when an SRAM is deployed in the field. As
the other PMOS transistor still remains fresh after this ini-
tial aging, it can age at a much faster rate when random data
is stored in the SRAM, quickly neutralizing any initial in-
crease in entropy.

Figure 5 shows a simplified schematic of the SRAM cell
(depicted in Figure 1.b) to analyze it’s behavior under aging.
We can model the output node capacitance by adding two
large lumped capacitors, C1 and C2 at the node 1 (output of
inverter 1) and node 2 (output of inverter 1), respectively.
For the simplicity, we have removed the access transistors
(M5, and M6). At the design stage, both transistor pairs are
balanced such that M1 −M2, and M3 −M4 have the same
parameters, and all parasitics are the same for both inverters.

Figure 6 shows the change in (the absolute value of) vth
due to post-deployment aging on a cell where controlled pre-
deployment aging is used to balance the cell and increase
cell entropy. We use HSPICE MOSRA [34] to simulate the
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BL

I1

VDD VDD

I2

V1 V2

vt1→v*t1 vt2→vt2 

BL

0 1 0

Fig. 5: Simplified schematic of an SRAM cell to explain the
power-up behavior.
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Fig. 6: Controlled pre-deployment aging effect on SRAM
cell.

aging. An SRAM cell is designed using 32nm PTM technol-
ogy [1], where the threshold voltages (in absolute value) are
vt1 = 0.4 and vt2 = 0.408. If we initially age the cell while
storing 0, the transistor M1, with the lower vth (in magni-
tude) will experience aging due to NBTI and its threshold
voltage increases to v∗t1(> vth) (see Figure 5). After the ini-
tial aging (t1), the vth for both the transistors will become
equal and the SRAM cell becomes unbiased. However, once
the chip is used in the field, the SRAM sees random data. To
simulate this part, we age the SRAM cell with random data.
At time t1, the rate of vth change for both the transistors is
not equal. The transistor M2 ages much faster, and the initial
bias quickly returns. As a result, any initial compensation
becomes ineffective.

We next analyze how the aging with the power-up state
affects the bias of an SRAM cell. Assume that initially the
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threshold voltage of M2 (vt2) is higher than the threshold
voltage of M2 (vt1) (see Figure 5). For simplicity, the effect
of noise is omitted in the discussion. The cell will power-up
with 0 as M1 will quickly reach to saturation, and the node
1 (V1) will pull up to V DD. If we keep this state, transistor
M1 will be NBTI stressed as its gate is negative and vt1 will
be increased in magnitude to v∗t1. On the other hand, tran-
sistor M2 will remain fresh. If we repeatedly power up the
SRAM array and hold the state each PMOS transistor will
age alternatively and remain unbiased if the vths of both the
PMOS transistor’s are the same. If they are not, vt1 will be
increased incrementally to reach vt2(> vth1) (or vice versa),
and the cell will then stay unbiased.

|Δ
v T
h|

 s
hi

ft
 f

or
 P

M
O

S
 tr

an
si

st
or

s 
(m

V
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Fig. 7: Simulation for ∆vth shift for the PMOS pairs in peri-
odic aging.

Noise can play an important role to create bias in SRAM
cells if we perform aging with the power-up state. Stressing
a PMOS transistor for long time can create a significant shift
in its vth, which can create an increased bias for an SRAM
cell. We need to carefully choose aging duration (tON) such
that no significant bias is created. We next report on experi-
ments that analyze how quickly the vth of both PMOS tran-
sistor converge. HSPICE simulation is performed, where We
choose vt1 = 0.042V and vt2 = 0.04V , and keep the thresh-
old voltages for the NMOS transistor the same for this ex-
periment. Gaussian noise with µ = 0 and σ = 15mV (at node
1 and 2 in Figure 5) to emulate the power-up behavior. Fig-
ure 7 show the simulation results for ∆vth of PMOS transis-
tors versus aging time with different tON values. A smaller
tON value results in the convergence of both the threshold
voltages. We can select this value for compensating the degra-
dation caused during the normal operations of an SRAM
chip.

4 Experimental Results from Silicon

Initial aging after manufacturing can increase the overall en-
tropy of an SRAM array, however, over time it can degrade
in use and adversely affect the random numbers generated
from an SRAM array. This section demonstrates the reduc-
tion of entropy from an SRAM array when it gets aged in
the field using silicon data. We have selected a commer-
cial off-the-shelf SRAM memory (Microchip 23A640-I/SN
- SPI Bus Low-Power Serial SRAM) to perform the exper-
iment. The size of the SRAM chip is 64K bits. Figure 8
shows the experimental setup for reading the power-up state
of the SRAM chip. A voltage shifter (Texas Instruments
PCA9306 Dual Bidirectional I2C Bus and SMBus Voltage-
Level Translator) is used to interface the Raspberry Pi with
the SRAM. The experiment is conducted at the room tem-
perature.

DC Source

Function Generator Oscilloscope

SRAM

Voltage 
Shifter

Raspberry Pi

Fig. 8: Experimental set-up to measure SRAM power-up
states.

Figure 9 shows the change in average entropy per bit
over time. We measure the number of 0s and 1s, and thereby
estimate the probability of observing a 0 and 1, at each ad-
dress location by performing repeated (100) power-up cy-
cles. This allows us to calculate the average entropy per
bit (using Equation 3) for the SRAM. Initially, three new
SRAM chips were aged for six days at room temperature
using periodic aging. We select a controlled aging interval
of 15 minutes. We observe that, as expected, the entropy in-
creases quickly initially and then starts saturating. The SRAM
chips are then kept on the shelf for few days. Due to some
partial recovery of vth, the average entropy per bit decreases
during this period. We now emulate the behavior of usage in
the field by aging the chip with random patterns, and mea-
sure entropy once in a day. We observe a rapid decrease of
the entropy which was initially gained through compensa-
tion. Over time this starts saturating, but at levels even below
the initial entropy. Note that all the three SRAM chips fol-
low a similar trend. (More long duration silicon experiments
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are underway, but because of lime limitations, will only be
available for the final version of this paper, if accepted.)
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Fig. 9: SRAM entropy versus time.

Figure 10 shows the change in average entropy per bit by
using our proposed method. In this experiment, we use two
new SRAM chips and the average entropy per bit is calcu-
lated by measuring 100 power-up states. First, we measure
the entropy of the new SRAM chip. To emulate the usage
behavior in the field, these SRAM chips have been aged us-
ing random patterns for one day and entropy have been mea-
sured. We then perform the periodic aging to compensate the
degradation. From the Figure 10, we can observe the entropy
start to drop after aging with random patterns. The periodic
aging for 3 hours boosts the entropy to its initial value. The
dotted line shows the overall trend of entropy change. The
silicon data from these two SRAMs clearly shows that our
proposed method preserves the initial entropy of the SRAM
chips.
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Fig. 10: Periodic compensation by using our proposed
method.

5 Summary and future work

In this paper, we have presented an approach to preserve the
entropy of the power-up states of an SRAM array during
deployment. We have shown that SRAM entropy can de-
crease in deployment from device aging while in use. Conse-
quently, SRAM based RNGs need to manage entropy to en-
sure high quality random numbers. Unfortunately, any pre-
deployment increase in entropy through controlled aging as
suggested in prior research cannot be sustained in deploy-
ment. Our experimental result shows that we can preserve
the initial entropy of COTS SRAM chips using periodic com-
pensation by repeatedly powering up the SRAM chip and
then holding its power-up state.
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