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ABSTRACT We consider the problem of detecting the presence of an improper complex-valued signal, common among two or more sensors (channels), in the presence of spatially independent, colored improper noise and additive outliers. A source of improper noise is in-phase/quadrature-phase imbalance during down-conversion of bandpass noise to baseband at the receiver. For clean data (i.e., known to be outlier free), a nonparametric binary hypothesis testing formulation in frequency-domain, utilizing the discrete Fourier transform of an augmented measurement sequence, has been proposed in the literature, and it results in a generalized likelihood ratio test (GLRT). In this paper we robustify this approach against additive outliers in the data, using a data-cleaning approach. Using some existing robust estimators of multivariate scatter, we first detect the outliers, and subsequently remove and replace them using vector median filtering to yield cleaned data. The existing GLRT is then applied to the cleaned data. The approach is illustrated via simulations. The considered problem has applications in diverse areas including spectrum sensing for cognitive radio.

INDEX TERMS Improper complex random signals, generalized likelihood ratio test (GLRT), robust detection, multichannel signal detection, spectral analysis, hypothesis testing.

I. INTRODUCTION

Robust detection of a complex-valued signal observed at multiple sensors in the presence of noise and additive outliers is considered in this paper. A frequency-domain nonparametric approach is followed, without requiring detailed modeling of correlation function or statistical distribution of signal or noise, except requiring that both signal and noise are stationary. It is assumed that signal is common to all sensors whereas noise and outliers are independent across sensors. Moreover, signal, noise and outliers are all allowed to be improper. A complex-valued, stationary, $p$-dimensional random vector sequence $\{x(t)\}$ is said to be proper if it is uncorrelated with its complex conjugate, i.e., $E\{x(t + \tau)(x^*(t))^{H}\} = E\{x(t + \tau)x^{T}(t)\}$ for $-\infty < \tau < \infty$ [1], where superscripts $*$, $\top$ and $H$ denote the complex conjugate, transpose and Hermitian (conjugate transpose) operations, respectively, and $E$ denotes the expectation operation. If $\{x(t)\}$ is not proper, it is called improper [1]. Although it has typically been assumed in complex-valued signal processing in statistical signal processing and communications applications that the complex signals and noise are proper, this is not always the case [1]–[5]. In digital communications, binary phase shift keying (BPSK), amplitude shift keying (ASK) and offset quadrature phase shift keying (QPSK) modulated signals, among others, are improper [1]. Also, improperity in both signals and noise results when there is an in-phase/quadrature-phase (IQ) imbalance in the receiver during down-conversion of bandpass signals to baseband [3]. Similarly, an IQ imbalance at the transmitter during up-conversion of baseband signals to bandpass, can result in an improper signal [3]. If $\{x(t)\}$ is improper, signal processing performance can be much improved if complementary correlation function $E\{x(t + \tau)(x^*(t))^{H}\}$ is also exploited in addition to the usual correlation function $E\{x(t + \tau)x^{T}(t)\}$ [1], [4], [5].

Detection of spatially correlated random signals in noise is of interest in several applications [6]–[14]. An application of this problem is in spectrum sensing for cognitive radio (CR) to decide if the received signal, in addition to noise, contains signals from a single or multiple primary users [6]–[9], [11]–[14]; for other applications, see [10]. The detection problem is formulated as a binary hypothesis testing
problem and is a well-investigated topic [9]. If the underlying communications channel is frequency-selective, the received signal will be colored. An irreducible source of noise at the receiver is thermal noise which is zero-mean white Gaussian and whose baseband-equivalent model is that of a zero-mean, white, proper complex Gaussian random process (it could be improper if there is an IQ imbalance at the receiver). Often, as a result of receive filters or oversampling at the cognitive user’s receiver, the filtered thermal noise will not be white (i.e., it will be colored) [14]. The effect of noise correlation on spectrum sensing performance for a class of spectrum sensing algorithms has been analyzed in [15].

In [14] a nonparametric frequency-domain approach has been presented to derive a generalized likelihood ratio test (GLRT) for detection of a spatially correlated random vector signal, possibly improper, in the presence of spatially independent, possibly improper and colored, noise. The GLRT in [14] has been derived using asymptotic distribution of a frequency-domain sufficient statistic, based on the discrete Fourier transform (DFT) of an augmented measurement sequence. The GLRT framework is needed since the parameters of the distribution of the DFT of the augmented measurement sequence are unknown under both hypotheses of the hypothesis testing problem. Detection of improper signals in proper noise, and detection of proper signals in proper noise, are also considered in [14] in the same framework. The objective of this paper is to robustify the approach of [14] against additive outliers in the data.

While several approaches exist for detection of spatially correlated random signals in random noise, based on differing signal and noise models [6]–[14], only [11]–[14] consider improper signals. Detection of improper signals are investigated in [11], which is limited to temporally white but spatially correlated improper complex Gaussian signals in temporally and spatially uncorrelated proper complex Gaussian noise. The model of [12] allows temporal correlation for both improper signal and proper noise. Both show improved performance compared to the case where improper signals are treated as proper. The model of [12] is limited to improper signals in spatially independent proper noise. In [13], [14] noise is allowed to be improper also; [13] is a preliminary conference version of [14]. In this paper we robustify the approach of [14] against additive outliers in the data.

The main contribution of this paper is robustification of the GLRT of [14] against additive outliers in the data. None of [6]–[14] consider outliers. It is well documented (see e.g., [16]–[20]) that even a small fraction of outliers (i.e., gross errors in a small fraction of measurements), when unmodeled or unaccounted for, can significantly affect the result in any statistical inference (detection or parameter estimation) problem. In the context of multisensor detection of improper signals formulated as a binary hypothesis testing problem, outliers can have a deleterious effect on the size of the test (probability of false alarm) and on the power of the test (probability of detection) for a given test size. The robustification approach discussed in this paper is based on robust estimation of multivariate covariance (scatter) of data, and it follows a similar approach used in [21] for robust comparison of multivariate proper complex-valued random signals. The basic idea is to use some robust methods for identifying outliers in the data, and then to clean the data by removing the outliers. The existing multisensor detection approach of [14] is then applied to the cleaned data. In this paper, we follow the approach of [21] with some enhancements such as using vector median filtering for outlier removal compared to component-wise (scalar) median filtering used in [21], and investigating a more (statistically) efficient MM-estimator for multivariate scatter estimation (see Sec. IV-A.2) in addition to the S-estimator (Sec. IV-A.1) used in [21]. Also, while [21] deals only with proper complex-valued signals in proper outliers, in this paper we additionally consider improper outliers also.

The paper is organized as follows. In Sec. II, we introduce notation, state the binary hypothesis testing problem, and discuss the additive outlier model of interest in this paper. In Sec. III, we review the frequency-domain GLRT solution of [14] for the binary hypothesis testing problem when clean (outlier-free) data is available. This test forms the basis for our proposed robust detector presented in Sec. IV. Simulation examples are presented in Sec. V in support of the proposed approach.

II. PRELIMINARIES AND SYSTEM MODEL

Here we first introduce notation in Sec. II-A, and describe the system model in Sec. II-B where we state the binary hypothesis testing problem of interest. In Sec. II-B.1 we introduce the widely used additive outlier model where both proper and improper outliers are considered.

A. NOTATION

The superscripts $\star$, $\top$ and $H$ denote the complex conjugate, transpose and Hermitian (conjugate transpose) operations, respectively, and $E$ denotes the expectation operation. We use $R \succeq 0$ and $R > 0$ to denote that Hermitian $R$ is positive semi-definite and positive definite, respectively. For a square matrix $B$, $|B|$ and $\text{etr}(B)$ denote the determinant and the exponential of the trace of $B$, respectively, i.e., $\text{etr}(B) = \exp(\text{tr}(B))$, $[A_k]_{i,j,m}$ denotes the submatrix of the matrix $A_k$ comprising its rows $i$ through $l$ and columns $j$ through $m$, $[A_k]_{ij}$ is its $ij$th element, $A_{ij}$ is the $ij$th element of $A$, and $I_p$ is the $p \times p$ identity matrix. The set of integers $1$ through $n$ is denoted by $[1,n]$. The sets of real and complex numbers are denoted by $\mathbb{R}$ and $\mathbb{C}$, respectively. Given $x \in \mathbb{C}^p$, $\text{Re}[x] \in \mathbb{R}^p$ and $\text{Im}[x] \in \mathbb{R}^p$ denote its real and imaginary parts, respectively. The notation $y = \mathcal{O}(g(x))$ means that there exists some finite real number $b > 0$ such that $\lim_{x \to \infty} |y/g(x)| \leq b$. Given square matrices $B_i$, $i = 1, 2, \cdots, n$, block-diag$\{B_1, B_2, \cdots, B_n\}$ denotes a square matrix with $B_i$s along its main block-diagonal and zeros everywhere else. The notation $\delta(k - k_0)$ denotes a Kronecker delta at $k = k_0$, i.e., $\delta(k - k_0) = 1$ for $k = k_0$, and is zero otherwise.
The notation $\chi^2_n$ represents central chi-square distribution with $n$ degrees of freedom, whereas $\chi^2_n(\lambda)$ denotes the non-central chi-square distribution with $n$ degrees of freedom and non-centrality parameter $\lambda$. The notation $y \sim N_r(m, \Sigma)$ denotes a random vector $y$ that is proper (circularly symmetric), complex Gaussian with mean $m$ and covariance $\Sigma$ ($= E[(y-m)(y-m)^H]$). Also, for real $y$, $y \sim N_r(m, \Sigma)$ denotes a real random vector $y$ that is Gaussian with mean $m$ and covariance $\Sigma$. The abbreviations w.p.1. and i.i.d. stand for with probability one, and independent and identically distributed, respectively.

B. SYSTEM MODEL

A noisy signal, uniformly sampled in time, is measured at $p$ sensors. Let $v(t) \in \mathbb{C}^p$ denote a zero-mean, spatially independent, complex-valued, stationary, random noise sequence for $t = 0, \pm 1, \ldots$. By spatial independence we mean that the $i$th and $k$th components $v_i(t)$ and $v_k(t)$ of $v(t)$ are independent for $i \neq k$. The sequence $v(t)$ is allowed to be improper. Recall that zero-mean $|v(t)|$ is proper if $E[|v(t+\tau)|^2] = E[|v(t)|^2]$ for $\tau = 0, \pm 1, \pm 2, \ldots$, otherwise it is improper [1]. Let $s(t) \in \mathbb{C}^p$ denote a zero-mean, stationary, complex-valued, random signal sequence which is independent of $v(t)$. The sequence $s(t)$ also could be improper. Both noise and signal may be non-Gaussian.

The measurement vector sequence at $p$ sensors is denoted by $y(t) \in \mathbb{C}^p$. The problem considered in this paper is to decide if $y(t) = v(t)$ (noise only) or $y(t) = s(t) + v(t)$ (signal and noise), given $n$ samples $y(t), t = 0, 1, \ldots, n$. This problem has previously been considered in [14]. In this paper we revisit this problem by allowing a class of outliers in the measurement sequence, unlike [14].

Let $H_0$ denote the null hypothesis that the sensors are receiving just noise, and $H_1$ is the alternative that signal common to all sensors is also present. The following binary hypothesis testing problem for the measurement sequence $y(t), t = 0, 1, \ldots, n - 1$, is addressed in [14]:

\begin{equation}
H_0 : y(t) = v(t), \text{ noise only}
\end{equation}
\begin{equation}
H_1 : y(t) = s(t) + v(t), \text{ signal and noise.}
\end{equation}

In [14] no assumption is made regarding the distribution of $s(t)$ or $v(t)$ (they may be Gaussian or non-Gaussian), or regarding detailed correlation structure of $s(t)$ or $v(t)$.

1) ADDITIVE OUTLIERS

In this paper, unlike [14], we assume that data may be corrupted with outliers. In particular, we consider the widely used additive outlier model for measurements. This model is not essential to robust processing, but is one of the useful models frequently used in the literature [16, p. 253], [18, p.74], and is used in our simulations. Let $y(t)$ be corrupted by additive outliers $v_y(t)$ to yield corrupted measurement $\tilde{y}(t)$, given by

\begin{equation}
\tilde{y}(t) = y(t) + v_y(t),
\end{equation}
where, with a “small” probability $p_o$, we have either

\begin{equation}
v_y(t) \sim N(0, \sigma_y^2 I_p), \quad \sigma_y^2 \gg E[|y(t)|^2],
\end{equation}
or

\begin{equation}
v_y(t) = \frac{1}{\sqrt{2}}v_y^0(t) + \frac{1}{\sqrt{2}}v_y^0(t), \quad v_y(t) \sim N(0, \sigma_y^2 I_p),
\end{equation}
with $\sigma_y^2 \gg E[|y(t)|^2]$, the outliers are i.i.d. and independent of the clean signals, and with probability $1 - p_o$,

\begin{equation}
\tilde{y}(t) = y(t).
\end{equation}

In outlier model (3), we have

\begin{equation}
E[v_y(t + \tau) \bar{v}_y(t)] = \sigma_y^2 I_p \delta(\tau),
\end{equation}
\begin{equation}
E[v_y(t + \tau) v_y(t)] = 0 \forall \tau.
\end{equation}

In outlier model (4), we have

\begin{equation}
E[v_y(t + \tau) \bar{v}_y(t)] = \sigma_y^2 I_p \delta(\tau),
\end{equation}
\begin{equation}
E[v_y(t + \tau) v_y(t)] = j \sigma_y^2 I_p \delta(\tau).
\end{equation}

Thus, in outlier model (3), the outliers $v_y(t)$ are proper, whereas in outlier model (4), the outliers are improper.

III. GENERALIZED LIKELIHOOD RATIO TEST FOR OUTLIER-FREE DATA

In this section we review the frequency-domain GLRT of [14] for binary hypothesis testing problem (1) using clean (outlier-free) data. This test forms the basis for our proposed robust detector (Sec. IV) after detection of outliers in the time-domain data and subsequent removal (cleaning) of the outliers. The approach of [14] is then applied to the cleaned data.

Define the augmented complex process $[z(t)]$ and the real-valued process $[x(t)]$ as

\begin{equation}
z(t) = \begin{bmatrix} y(t) \\ y^*(t) \end{bmatrix}, \quad x(t) = \begin{bmatrix} y_r(t) \\ y_i(t) \end{bmatrix}
\end{equation}

where $y(t) = y_r(t) + j y_i(t)$, with $y_r(t)$ and $y_i(t)$ denoting its real and imaginary components, respectively. Consider the (normalized) DFT $d_c(f_k)$ of complex-valued $z(t), t = 0, 1, \ldots, n - 1$, given by

\begin{equation}
d_c(f_k) := \frac{1}{\sqrt{n}} \sum_{t=0}^{n-1} z(t) e^{-j2\pi f_k t}
\end{equation}

where $f_k = k/n$, $k = 0, 1, \ldots, n - 1$. Using the results of [22, p. 280, Sec. 6.2] and symmetry properties of $d_c(f_k)$, it is shown in [14] that the set of complex-valued random vectors $[d_c(f_k)]_{k=0}^{n-1}$ is a sufficient statistic for the binary hypothesis testing problem (1).

The following assumptions on $z(t)$ and $x(t)$ are imposed in [14].

(A1) Assumption 2.6.1 [23]. Random sequence $[x(t)], x(t) \in \mathbb{R}^{2p}$, is stationary with components $x_a(t), a = 1, 2, \ldots, 2p$, such that $E[|x_a(t)|^m] < \infty$, satisfying

\begin{equation}
\sum_{t_1, t_2, \ldots, t_m = -\infty}^{\infty} |c_{x_{a_1}, a_2, \ldots, a_m}(t_1, t_2, \ldots, t_m-1)| < \infty
\end{equation}
for $a_1, a_2, \cdots, a_m = 1, 2, \cdots, 2p$ and $m = 2, 3, \cdots,$
where $\epsilon_{x_1, a_2, \cdots, a_m}(t_1, t_2, \cdots, t_{m-1})$ is the joint cumulant function of order $m$ of stationary $\{x(t)\}$.

(A2) The power spectral density (PSD) matrix of $z(t)$, $S_z(f) > 0$ for any $0 \leq f \leq 1$.

(A3) The PSD matrix $S_z(f_k)$ is locally smooth such that it is constant over $K$ ($\geq 2p$) consecutive frequency points, where $f_k = k/n, k \in [0, n - 1]$.

See [24, Appendix A] (also [25, Appendix A]) for more details regarding satisfaction of Assumption 2.6.1 of [23] for a class of stationary improper sequences. If $y(t)$ is Gaussian, then it is sufficient to verify (12) only for $m = 2$. Regarding assumption (A2), one can always add artificial proper white Gaussian noise to $y(t)$ to achieve $S_z(f) > 0$. Assumption (A3) is a standard assumption in PSD estimation literature [23].

Following [23, Theorem 4.4.1], it is shown in [14] that under (A1), asymptotically (as $n \to \infty$), $d_z(f_k), k = 1, 2, \cdots, (n/2) - 1, (n$ even), are asymptotically independent proper complex Gaussian $\mathcal{N}_c(0, S_z(f_k))$ random vectors, respectively, where

$$S_z(f) = \begin{bmatrix} S_y(f) & \tilde{S}_y(f) \\ \tilde{S}_y(\omega) & S_y(\omega) \end{bmatrix},$$ (13)

$$S_z(f) = \sum_{t=-\infty}^{\infty} R_z(\tau\omega^{-2\pi f}t)$$ denotes the PSD of $y(t)$, $R_z(\tau) = E[y(t + \tau)y^H(t)], S_z(f_k) = \sum_{t=-\infty}^{\infty} R_z(\tau\omega^{-2\pi f}t)$ is the complementary PSD (C-PSD) of $y(t)$ and $R_z(\tau) = E[y(t + \tau)y^H(t)]$. Also, while $d_z(f_0)$ and $d_z(f_m/2)$ (n even), are independent Gaussian random vectors, also independent of $d_z(f_k)$ for $k = 1, 2, \cdots, (n/2) - 1$, they are, in general, improper whereas $d_z(f_k)$ for $k = 1, 2, \cdots, (n/2) - 1$ is proper.

In [14], the GLRT for test (1) is derived using the frequency-domain sufficient statistic $d_z(f_k)$, after discarding the end frequency points $f_0$ and $f_m/2$, as the asymptotic distribution of the latter is improper Gaussian, whereas the DFT at other frequencies is proper complex Gaussian. Define

$$D = [d_z(f_1) d_z(f_2) \cdots d_z(f_{(n/2) - 1})]H \in \mathbb{C}^{(n/2 - 1) \times (2p)}.$$ (14)

The asymptotic joint probability density function (pdf) of $D$ is given by

$$f_D(D) = \prod_{k=1}^{(n/2) - 1} \frac{1}{\pi^{2p}} |S_z(f_k)| \exp(-d_z^H(f_k)S_z^{-1}(f_k)d_z(f_k)).$$ (15)

The PSD matrix $S_z(f_k)$ is unknown. Under $\mathcal{H}_0$, the $\ell$th component $y_{\ell}(t)$ of $y(t)$ is independent of $y_m(t)$ for $\ell \neq m$. Let $(\ell = 1, 2, \cdots, p)$

$$S_z^{(\ell)}(f) := \begin{bmatrix} S_y^{(\ell)}(f) \\ S_y^{(\ell)}(\omega) \\ S_y^{(\ell)}(\omega) \end{bmatrix}.$$ (16)

Then in terms of $S_y$ and $\tilde{S}_y$,

$$S_z^{(\ell)}(f) = \begin{bmatrix} S_y^{(\ell)}(f) & \tilde{S}_y^{(\ell)}(f) \\ \tilde{S}_y^{(\ell)}(\omega) & S_y^{(\ell)}(\omega) \end{bmatrix}.$$ (17)

Under $\mathcal{H}_0$, all entries in $S_z(f)$ are zeros except for those in $S_z^{(\ell)}(f), \ell = 1, 2, \cdots, p$. Under $\mathcal{H}_1$, $y(t)$ is improper with $S_z(f) > 0$ with no specific structure. Testing for the presence of an improper common signal in spatially independent improper noise is then reformulated as the problem

$$\begin{align*}
\mathcal{H}_0: S_z(f_k) & \text{ is such that } S_y(\pm f_k) \text{ and } \tilde{S}_y(\pm f_k) \\
\mathcal{H}_1: S_z(f_k) & > 0 \text{ with no specific structure}
\end{align*}$$ (18)

By (13), (16) and (17), the above constraint under $\mathcal{H}_0$ is equivalent to $S_z^{(\ell)}(f_k), q = 1, 2, \cdots, p, \forall k \in [1, (n/2) - 1]$.

Under assumption (A1), $S_z(f_k)$ is constant over $K = 2m_t + 1 \geq 2p$ consecutive frequency points, where we define $m_t = (K - 1)/2$ with $K$ as odd. Define

$$\tilde{f}_m = \frac{m_1 - 1}{K} + m_1, \quad m = 1, 2, \cdots, M,$$ (19)

$$M = \left[ \frac{n}{2} - m_t - 1 \right],$$ (20)

leading to $M$ equally spaced frequencies $\tilde{f}_m$ in the interval $(0, 0.5)$, at intervals of $K/n$. Using assumptions (A1)-(A3), the GLRT for (18) is derived by [14] as

$$L = \sup_{\mathcal{H}_0} \frac{S_z(\tilde{f}_m)}{S_z(\tilde{f}_m)|D_m^H(D_m)/|D_m|^{1/2}}}$$ (21)

where the threshold $\tau_1$ is picked to achieve a pre-specified probability of false alarm $P_{\tilde{f}_0} = P[L \geq \tau_1 | \mathcal{H}_0]$.

$$\tilde{S}_z(\tilde{f}_m) = \frac{1}{K} \sum_{\ell=-m_t}^{m_t} d_z(\tilde{f}_m, \ell) d_z^{(\ell)}(\tilde{f}_m, \ell),$$ (23)

$$\tilde{D}_z(\tilde{f}_m) = \frac{1}{K} \sum_{\ell=-m_t}^{m_t} [d_z(\tilde{f}_m, \ell)]_1 [d_z(\tilde{f}_m, \ell)]_2^*$$ (25)

and

$$\tilde{f}_{\ell, \ell} = \frac{(m_1 - 1)K + m_1 + 1 + \ell}{n}.$$ (26)

It is shown in [14, Appendix A] that $L \geq 1$.

A. Threshold Selection

Theorem 1 of [14] allows one to calculate the test threshold analytically. In the following, $\chi^2_n$ denotes a random variable with central chi-square distribution with $n$ degrees of freedom as well as the distribution itself. Also, $B_r(x)$ denotes the
Bernoulli polynomial of degree $r$ and order unity. The first five Bernoulli polynomials are ($B_0(x) = 1$):

$$B_1(x) = x - (1/2), \quad B_2(x) = x^2 - x + (1/6),$$
$$B_3(x) = x^3 - (3/2)x^2 + (1/2)x,$$
$$B_4(x) = x^4 - 2x^3 + x^2 - (1/30),$$
$$B_5(x) = x^5 - (5/2)x^4 + (5/3)x^3 - (1/6)x.$$

**Theorem 1:** The GLRT for (18) is given by

$$2\rho \ln(L) \overset{\mathcal{H}_1}{\geq} \frac{\tau_2}{\mathcal{H}_0},$$

where

$$\rho = 1 - \frac{2(p + 1)}{3K},$$

$$\ln(L) = K \sum_{m=1}^{M} \left( \left[ \sum_{q=1}^{p} \ln |S_q^{(q)}(\hat{f}_m)| \right] - \ln(|S_q(\hat{f}_m)|) \right).$$

For any $x > 0$, the probability $P[2\rho \ln(L) \leq x \mid \mathcal{H}_0]$ is given by

$$P[2\rho \ln(L) \leq x \mid \mathcal{H}_0] = P(x_0^2 \leq x) + \frac{1}{\Omega_2} \left[ P(x_0^2 \leq x) - P(x_0^2 \leq x) \right]$$

$$+ \frac{1}{\Omega_2} \left[ P(x_0^2 \leq x) - P(x_0^2 \leq x) \right] + \mathcal{O}(M/K^5)$$

where

$$\nu = 4Mp(p - 1)$$

and

$$\alpha_r = \frac{(-1)^r+1M}{r(r + 1)(\rho K)} \left( \sum_{l=1}^{2\rho} B_{l+1}(1 - \rho)K + 1 - l \right) - \frac{1}{\Omega_2} \left( \sum_{l=1}^{2\rho} B_{l+1}(1 - \rho)K + 1 - l \right).$$

The threshold $\tau_2$ is picked to achieve a pre-specified probability $P_{fa} = 1 - P[2\rho \ln(L) \leq \tau_2 \mid \mathcal{H}_0]$.

For further details, one is referred to [14].

**IV. ROBUSTIFICATION VIA DATA CLEANING**

The GLRT of Sec. III is based on clean data (i.e., no outliers). We now turn to robustifying this GLRT against additive outliers described in Sec. II-B.1.

The literature on robust signal processing and robust statistics is quite extensive ([16]–[18], [20], [26] and references therein). The robustification approach discussed in this section is based on robust estimation of multivariate covariance (scatter) of data, and it follows a similar approach used in [21] for robust comparison of multivariate proper complex-valued random signals. The basic idea is to use some robust methods for identifying outliers in the data, and then to clean the data by removing the outliers. Data cleaning via dynamic modeling of the underlying signals (time series) has a long history; see, e.g., [16], [26, Chapter 8], and references therein. If one has a robust, dynamic model of the multivariate time series, one can use robust Kalman filtering methods for identification of outliers based on the residuals (innovations or prediction errors), and their substitution with the predicted values [18], [27]. An advantage of such methods (compared to the approach followed in this paper) is that in addition to identifying large outliers, "small" outliers inconsistent with the prediction errors can also be identified. Robust dynamic modeling (autoregressive, autoregressive moving average, or state-space models) of vector time series is significantly more complicated and computationally demanding than the relatively simple robust estimation of multivariate scatter. Auxiliary considerations such as model order determination arise. Our attempt to use [26] to robustly fit vector autoregressive models and to clean contaminated data based on the fitted model (as noted on [26, p. 72]) has been unsuccessful for the simulation examples presented later in Sec. V. Therefore, we use robust scatter estimator based approach to outlier identification, which can identify only "large" outliers.

In this paper, we follow the approach of [21] with some enhancements such as using vector median filtering for outlier removal compared to component-wise (scalar) median filtering used in [21], and investigating a more (statistically) efficient MM-estimator for multivariate scatter estimation (see Sec. IV-A.2) in addition to the S-estimator (Sec. IV-A.1) used in [21]. Also, while [21] deals only with proper complex-valued signals in proper outliers, in this paper we additionally consider improper outliers also.

**A. ROBUST ESTIMATION OF MULTIVARIATE SCATTER**

There exist quite a few methods for robust estimation of multivariate scatter [16]–[18], [20], [26]. We will use the computationally efficient algorithms DetS for S-estimator, and DetMM for MM-estimator, of [20]. These approaches are described below.

1) **S-ESTIMATOR**

Given a sample $x_0, x_2, \ldots, x_{n-1}$ of size $n$, of a real-valued random vector $x \in \mathbb{R}^d$, a multivariate S-estimator of location (mean) $m$ and scatter (covariance matrix) $S$ is defined as the couple $(\hat{\mu}, \hat{\Sigma})$ which solves the following problem:

$$\hat{\mu}, \hat{\Sigma} = \arg \left\{ \min_{m, S} \| S \| \right\}$$

subject to

$$\frac{1}{n} \sum_{i=0}^{n-1} \rho_c(\sum x_i, m, S)) = b$$

where the constant $b \in (0, 1)$ influences the "breakdown" value of the estimator under the nominal (Gaussian)
model \[16\], \[20\],
\[
d(x_i, m, S) = \sqrt{(x_i - m)^T S^{-1} (x_i - m)} \tag{34}
\]
is the Mahalanobis distance, \(m \in \mathbb{R}^q\), \(S\) is a \(q \times q\) symmetric positive definite matrix, and \(\rho_c\) is a smooth bounded loss function ("\(\rho\)–function") with a tuning parameter \(c > 0\) that satisfies the following two conditions:
\[
\begin{align}
&\text{(C1) } \rho_c(d) \text{ is real, symmetric and twice continuously differentiable function, with } \rho_c(0) = 0. \\
&\text{(C2) } \rho_c(d) \text{ is strictly increasing on an interval } d \in [0, c] \text{ and constant on } d \in [c, \infty).
\end{align}
\]
Thus, an S-estimator of multivariate location and scale minimizes the determinant of the covariance matrix, subject to a constraint on the magnitudes of the corresponding Mahalanobis distances. The loss function is typically picked to be Tukey’s bisquare \(\rho\)–function given by
\[
\rho_c(d) = \begin{cases} 
\frac{d^2}{2} - \frac{d^4}{4c^2} + \frac{d^6}{6c^4} & \text{for } |d| \leq c \\
\frac{d^2}{6} & \text{for } |d| > c
\end{cases}
\tag{35}
\]
where \(c\) is a tuning constant that, together with \(b\) in (33), influences the breakdown point (BP). The BP of an estimator characterizes its quantitative robustness. It is the maximal fraction of outliers in the observations which an estimate can handle without breaking down \[18\]. The BP takes values between 0 and 50%, with higher value indicating larger quantitative robustness. The BP of a multivariate S-estimator is \(b/\rho_c(c)\) \[20\].

If the nominal (i.e., outlier free) model for the data generates Gaussian vectors, then \[28\]
\[
b = \frac{q}{2} \chi^2_q(c^2) - \frac{q(q + 2)}{2c^2} \chi^2_{q+2}(c^2)
\]
\[
+ \frac{q(q + 2)(q + 4)}{6c^4} \chi^2_{q+6}(c^2) + \frac{c^2}{6}(1 - \chi^2_q(c^2)) \tag{36}
\]
where \(\chi^2_p\) denotes the cumulative distribution function (CDF) of a \(\chi^2_p\) random variable. For a given BP between 0 and 50%, one can derive the value of the corresponding tuning parameter \(c\) in (35) \[20\].

Tukey’s bisquare \(\rho\)–function is a non-convex function, hence to obtain a global minimum that satisfies (33), random subsampling methods are used to obtain a good initial guess \[20\]. The end result is a robust scatter estimate \(\hat{\Sigma}\) of \(\Sigma\) that is “close to” the true value under no outliers, but is “robust” to outliers. Software in MATLAB for computationally efficient algorithm DetS of \[20\] is available from the author’s website (http://wis.kuleuven.be/stat/robust/LIBRA), and was used in our simulations reported in Sec. V with the default BP \(b/\rho_c(c) = 0.5\).

2) MM-ESTIMATOR
In addition to the BP value (a measure of robustness), a measure of performance of an estimator is its asymptotic (statistical) efficiency (efficiency, in short) \[16\]. For an estimator of a scalar parameter, efficiency equals the asymptotic (as sample size \(n \to \infty\)) variance of the maximum likelihood estimator divided by the asymptotic variance of the estimator under consideration \[16, Sec. 3.4\]. For multidimensional parameters, the definition of efficiency is more involved \[16, Sec. 3.6\]. The S-estimators have good robustness properties but are not very efficient \[20\], \[29\]. For instance, for the nominal Gaussian model (no outliers and \(x \sim N_q(m, \sigma^2 I_q)\)), the diagonal element of the S-estimator of the scatter matrix with BP of 50% has an efficiency of 50.2% for \(q = 2\) and 92% for \(q = 10\) \[19\]. The multivariate MM-estimator, introduced by \[30\], yields a more efficient estimator of multivariate scatter while retaining the BP value of the S-estimator.

The multivariate MM-estimator \((\hat{\mu}, \hat{\Sigma})\) of \((m, S)\), given sample \(x_0, x_2, \ldots, x_{n-1}\) of size \(n\), is computed in two steps using two different loss functions \(\rho_{b0}(d)\) and \(\rho_{c1}(d)\) \[19\], \[20\]:
\[
\begin{align}
&\text{(S1) As in (32)-(34), compute the multivariate S-estimator } (\hat{\mu}, \hat{\Sigma}) \text{ for some } \rho\text{-function } \rho_{\beta0}(d). \text{ Set } \hat{\sigma} = \sqrt{\hat{\Sigma}/(n-1)}.

&\text{(S2) The multivariate MM-estimator of location (mean) } \hat{\mu} \text{ and shape matrix } \hat{\Sigma} \text{ is defined as the couple } (\hat{\mu}, \hat{\Sigma}) \text{ which solves the following problem:}
\end{align}
\]
\[
(\hat{\mu}, \hat{\Sigma}) = \arg \min_{m, G} \beta(x, m, G) \tag{37}
\]
where
\[
\beta(x, m, G) = \frac{1}{n} \sum_{t=0}^{n-1} \frac{\rho_{c1}((x_t - m)^T G^{-1} (x_t - m)/\hat{\sigma})}{\hat{\sigma}} \tag{38}
\]
\(m \in \mathbb{R}^q\), and \(G\) is a \(q \times q\) symmetric positive definite shape matrix with \(|G| = 1\). The MM-estimator of location is \(\hat{\mu}\) and the MM-estimator of scatter matrix is given by \(\hat{\Sigma} = \hat{\sigma}^2 \hat{\Gamma}\).

The robust S-estimator is used to estimate the scale parameter \(\hat{\sigma}\) where the loss function \(\rho_{\beta0}(d)\) is chosen to yield a high BP. Then location and shape \(G\) parameters are estimated using a different loss function \(\rho_{c1}(d)\) designed to yield a higher efficiency. If \(\rho_{\beta0}(d) = \rho_{c1}(d)\), then the MM-estimator equals the initial S-estimator. We used the Tukey’s bisquare \(\rho\)–function given by (35), and the two functions \(\rho_{\beta0}(d)\) and \(\rho_{c1}(d)\) differ in the choice of the tuning parameter \(c\).

The minimization in (37) is done by iteratively reweighted least squares steps starting from the initialization \((\hat{\mu}, \hat{\sigma}^{-2} \hat{\Sigma})\). Software in MATLAB for computationally efficient algorithm DetMM of \[20\] is available from the author’s website (http://wis.kuleuven.be/stat/robust/CODE), and was used with the default desired efficiency of 0.95 (for the Gaussian nominal model) in our simulations reported in Sec. V. The DetMM algorithm uses the DetS algorithm in step (S1), and it was used in our simulations reported in Sec. V with the default BP \(b/\rho_c(c) = 0.5\).
B. OUTLIER DETECTION USING ROBUST SCATTER ESTIMATOR

Now we exploit the theory and results of Sec. IV-A to design an outlier detector to identify outliers in \( \hat{y}(t) \), given by (2) and (5). Since \( \hat{y}(t) \) is complex-valued, in order to exploit the results of Sec. IV-A, we will represent \( \hat{y}(t) \) as two real-valued random vectors \( \text{Re}(\hat{y}(t)) \) and \( \text{Im}(\hat{y}(t)) \). We have

\[
x_t = \begin{bmatrix} \text{Re}(\hat{y}(t)) \\ \text{Im}(\hat{y}(t)) \end{bmatrix} \in \mathbb{R}^{2p}
\]

(39)

and \( q = 2p \). Now apply DetS or DetMM algorithm of [20] to \( x_t, t = 0, 1, \cdots, n-1 \) to obtain \( (2p) \times (2p) \) robust scatter S-estimate or MM-estimate, respectively, both denoted by \( \hat{\Sigma} \).

Having obtained outlier-resistant estimate of the covariance matrix of \( \{\hat{y}(t)\} \), we now consider detection of outliers. Note that, by assumption, clean data are zero-mean. Hence, our nominal model for the data is \( x_t \sim \mathcal{N}_n(0, \hat{\Sigma}) \). Define

\[
w_t = x_t^\top \hat{\Sigma}^{-1} x_t 
\]

(40)

Under the nominal Gaussian model, \( w_t \sim \chi^2_{2p} \). For a significance level (probability of false alarm) \( \alpha \), we set the threshold \( t_3 \) at \( t_3 = (\chi^2_{2p})^{-1}(1 - \alpha) \), i.e., \( 1 - \alpha = \chi^2_{2p}(t_3) \), and declare \( \hat{y}(t) \) to be an outlier if the corresponding \( w_t > t_3 \). For our simulations, we picked \( \alpha = 0.025 \). This method is robust since the estimate of the covariance matrix is robust.

C. DATA CLEANING VIA VECTOR MEDIAN FILTERING

Once an outlier is detected, it has to be removed and replaced. Since the outlier is a vector, we first replace it with the vector median over a 5-point window (see Sec. IV-C.1 for vector medians), centered at the location of the detected outlier unless one is at the edge of the data block, in which case the window is “unbalanced.” In the unbalanced case, we still consider a 5-point window which includes the detected outlier and four additional contiguous data points. This is done for \( \hat{y}(t) \), at \( t = 0, 1, \cdots, n-1 \), one sample at a time. Obviously, if at some time \( t_0 \), there is no outlier detected, we keep that data point unaltered.

1) VECTOR MEDIAN FILTERING

The need for vector median filtering to replace scalar median filtering was initially recognized in color image processing [31]–[33]. For vector-valued signals, component-by-component scalar median filtering fails to exploit “interchannel” correlation. In this paper, we follow [31] and [33, Sec. 2.1], using the Euclidean distance function. Let \( x_t \in \mathbb{R}^q \) be given over a window \( W \) of \( T \) samples, \( W = \{x_t : t = 1, 2, \cdots, T\} \). In [31], the median \( x_{\text{med}} \) of the set \( W \) is defined as

\[
x_{\text{med}} = \text{arg} \min_{x_k \in W} \sum_{t=1}^{T} \|x_t - x_k\|_2
\]

(41)

where \( \|x_t\|_2 = \sqrt{\sum_{i=1}^{q} x_{ti}^2} \), the Euclidean norm of \( x_t \). For scalar \( x_t \), this definition reduces to scalar median.

An efficient computational method may be found in [33]. Define the \( T \) scalars \((k = 1, 2, \cdots, T)\)

\[
\hat{\xi}_k(x_k) = \sum_{t=1}^{T} \|x_t - x_k\|_2
\]

(42)

The scalars \( \hat{\xi}_1, \hat{\xi}_2, \cdots, \hat{\xi}_T \) are ranked in the order of their values, and the associated vectors are then corresponding ordered as follows:

\[
\hat{\xi}(1) \leq \hat{\xi}(2) \leq \cdots \leq \hat{\xi}(T),
\]

(43)

\[
x(1)(\hat{\xi}(1)) \leq x(2)(\hat{\xi}(2)) \leq \cdots \leq x(T)(\hat{\xi}(T)),
\]

(44)

where \( \hat{\xi}(i) \in \{\hat{\xi}_1, \hat{\xi}_2, \cdots, \hat{\xi}_T\} \) and \( x(i) \in W \) for \( i = 1, 2, \cdots, T \). That is, ordering of \( \hat{\xi}_i \)s induces similar ordering of \( x_i \)s. Then

\[
x_{\text{med}} = x(1) = x(1)(\hat{\xi}(1)).
\]

(45)

2) CLIPPING

In the final step, the selectively vector median filtered data is again checked for outliers to guard against “patchy” outliers. Any outlier detected at this stage is clipped (i.e., scaled with a positive scalar) to yield \( x_{\text{clipped}} = x_t^\top \hat{\Sigma}^{-1} x_t \), where \( t_3 \) is the threshold used in Sec. IV-B. The sequence obtained at the end of this stage is our cleaned \( \hat{y}(t) \), labeled \( \hat{y}(t) \). While the vector median filtered sequences in the first step are well-motivated, the clipping step (if needed) is heuristic.

D. ROBUST MULTISENSOR DETECTION

Having cleaned the contaminated vector measurement sequence \( \{\hat{y}(t)\}_{t=0}^{n-1} \) to yield \( \{\hat{y}(t)\}_{t=0}^{n-1} \), we now use the latter in Theorem 1 of Sec. III for multisenor detection of improper signals.

Our proposed robust detection method is summarized below.

(i) Obtain robust scatter S-estimate or MM-estimate \( \hat{\Sigma} \) using the DetS or DetMM algorithm of [20], as discussed in Secs. IV-A.

(ii) Detect outliers in \( \{\hat{y}(t)\} \) using \( \hat{\Sigma} \), as discussed in Sec. IV-B.

(iii) Clean \( \{\hat{y}(t)\} \) of the detected outliers by a combination of selective vector median filtering and clipping, as discussed in Sec. IV-C. Denote the cleaned sequence as \( \hat{y}(t) \).

(iv) Now perform multisenor detection of improper signals via the PSD-based approach discussed in Sec. III, operating on the cleaned sequence \( \{\hat{y}(t)\} \).

V. SIMULATION EXAMPLES

We now present some computer simulation examples to illustrate the proposed data-cleaning approach to robust multisensor detection.

A. SIGNAL AND NOISE MODELS

These are as in [14]. We generate stationary \( y(t) \in \mathcal{C}^p \) as a noisy improper signal given by

\[
y(t) = s(t) + v(t),
\]

(46)
where \( \{v(t)\} \) is spatially uncorrelated, colored, improper complex Gaussian noise, and \( \{s(t)\} \) is the signal sequence. The noise sequence \( \{v(t)\} \in \mathbb{C}^p \) is generated as
\[
v(t) = v_i(t) + v_n(t), \tag{47}
\]
where \( v_n(t) \sim \mathcal{N}(0, \sigma^2_n I) \) is i.i.d., and \( v_i(t) \) is generated as follows. Let \( \tilde{v}_i(t), i \in [1, p] \), denote \( p \) independent zero-mean white proper Gaussian sequences. We generate \( \{v_c\}_i(t) = a_1 h_1(t) \otimes \tilde{v}_i(t) + a_0 h_0(t) \otimes \tilde{v}_i(t) \) where \( a_1 = a_0 Q = (1 + j)/\sqrt{2} \), \( \otimes \) denotes convolution, \( h_1(t) = [0.3 \ 1 \ 0.3] \), and \( h_0(t) = [0.4 \ 1 \ 0.5] \). Thus noise \( v_i(t) \), hence \( v(t) \), is spatially independent, improper Gaussian. We pick \( \sigma^2_n = 0.2 \mathbb{E}[\|v(t)\|^2]/p \) and \( \mathbb{E}[\|v(t)\|^2]/p = 0.8 \mathbb{E}[\|v(t)\|^2]/p \).

The signal \( \{s(t)\} \) is a filtered digital communications signal generated by passing an information sequence through a frequency-selective Rayleigh fading channel as follows:
\[
s(t) = \sum_{l=0}^{4} h(l)d(t-l) \tag{48}
\]
where \( d(t) \) is a scalar i.i.d. BPSK information sequence, with equally likely binary values \( d(t) \in \{-1, +1\} \), filtered through a random time-invariant, frequency-selective Rayleigh fading channel \( h(l) \in \mathbb{C}^p \) with 5 taps, equal power delay profile, mutually independent components, which are identically distributed zero-mean proper complex Gaussian random variables. For different \( s \), \( h(l) \)s are mutually independent and identically distributed as \( h(l) \sim \mathcal{N}(0, \sigma^2 h I) \). Since \( d(t) \) is a BPSK signal, it is improper. Since any linear filtering preserves propriety/impropriety property \([1]\), we have an improper \( \{s(t)\} \) for BPSK \( d(t) \).

We pick \( \sigma^2_h \) to achieve the desired average signal-to-noise ratio (SNR) across \( p \) components (receive antennas in the communications context), defined as ratio of the sum of signal powers at the \( p \) antennas to the sum of noise powers:
\[
\text{SNR} = \mathbb{E}[\|s(t)\|^2]/\mathbb{E}[\|v(t)\|^2].
\]

B. ADDITIVE OUTLIERS

These are added as described in Sec. II-B.1, with \( \sigma^2_v = 100 \mathbb{E}[\|v(t)\|^2]/p \). Both proper and improper outliers were added with the probability of outlier addition \( p_o = 0.1 \) or 0.3 (10% or 30% outliers).

C. THRESHOLD CALCULATION

We first investigate the efficacy of data-cleaning in conjunction with Theorem 1 in computing the GLRT threshold for a given probability of false alarm \( P_{fa} \). After cleaning the contaminated data of the outliers, is Theorem 1 still effective in yielding the design false-alarm rate \( P_{fa} \)? In order to test this, we set \( y(t) = v(t) \), just noise, given by (47), where \( v(t) \) is improper. Both proper and improper outliers were added to the data, following Secs. II-B.1 and V-B. We consider up to two or four antennas \( (p = 2 \) or 4\). We used unweighted smoothing in the frequency-domain to estimate PSD (see (23)). To estimate the PSD of augmented complex-valued \( z(t) \), for \( n = 256 \), we choose \( m_t = 7 \) leading to
\[
K = 15 \text{ and } M = 8.
\]

In Figs. 1-4, we compare the empirical \( P_{fa} \) and design \( P_{fa} \) based on 10,000 runs for \( n = 256 \). The threshold values were calculated based on (29). Figs. 1-2 show the results for 10% proper outliers whereas Figs. 3-4 show the results for 10% improper outliers. In Figs. 1 and 3 scalar median filtering was used over a 5-point window around a detected outlier to clean data, whereas in Figs. 2 and 4 vector median filtering was used. In these figures we also show the results for the case when there are no outliers (curves labeled “outlier-free”), and for the case when the GLRT of Theorem 1 was applied directly to contaminated data with no data-cleaning (curves labeled “non-robust”). Robust estimation of data scatter was done.

FIGURE 1. Empirical \( P_{fa} \) vs. design \( P_{fa} \) using the GLRT detector of Theorem 1, operating after data-cleaning (labeled “robust”), or on outlier-free data (labeled “outlier-free”), or on contaminated data (labeled “non-robust”). 10% proper outliers \( r_o = 0.1 \), scalar median filtering used for cleaning, \( n = 256 \), \( K = 15 \), \( M = 8 \).

FIGURE 2. Empirical \( P_{fa} \) vs. design \( P_{fa} \) using the GLRT detector of Theorem 1, operating after data-cleaning (labeled “robust”), or on outlier-free data (labeled “outlier-free”), or on contaminated data (labeled “non-robust”). 10% proper outliers \( r_o = 0.1 \), vector median filtering used for cleaning, \( n = 256 \), \( K = 15 \), \( M = 8 \).
D. DETECTION PERFORMANCE

Next, we show the receiver operating characteristic (ROC) curves (probability of detection $P_d$ versus $P_{fa}$) to illustrate the detection performance, based on 10,000 runs. In this case, we set $y(t) = s(t) + v(t)$, given by (46), where $v(t)$ and $s(t)$ are as in (47) and (48), respectively, with improper $v_{c}(t)$, $d(t)$ is BPSK, and $n$ number of sensors (antennas) $p = 4$. Thus, both signal and noise are improper. Both proper and improper outliers were added to the data, following Secs. II-B.1 and V-B.

The empirical probability of detection $P_d$ versus empirical false-alarm rate $P_{fa}$ results, based on 10,000 runs, are shown in Figs. 5-9 for three different SNR values (-10, -7.5 or -5 dB), $p = 4$, $N = 256$, $K = 15$ and $M = 8$, for three different implementations (“robust,” “non-robust,” “outlier-free”) of the GLRT of Theorem 1 (as for Figs. 1-4). The threshold values for the GLRT were calculated based on (29). Fig. 5 shows the results for 10% proper outliers, Figs. 6-7 display the results for 30% proper outliers, and Figs. 8-9 present the results for 30% improper outliers. In Figs. 5, 6 and 8 scalar median filtering was used over a 5-point window around a detected outlier to clean data, whereas in Figs. 7 and 9 vector median filtering was used. In these figures we also show the results for the case when there are no outliers (curves labeled “outlier-free”), and for the case when the GLRT of Theorem 1 was applied directly to contaminated data with no data-cleaning (curves labeled “non-robust”). Robust estimation of data scatter was done using the S-estimator; the results for MM-estimator were the same as the S-estimator, and are not shown.

It is seen from Figs. 1-4 that Theorem 1, when used with cleaned data, is effective in accurately calculating the threshold value for $n = 256$, for all values of $p$ used, as the results with cleaned data are close to that for the outlier-free data. Both scalar and vector median filtering yield similar results. When outliers are ignored (non-robust processing), their effect on the detector is quite deleterious resulting in significantly higher empirical $P_{fa}$ compared to the design $P_{fa}$; that is, contaminated noise is perceived as signal.

Vector median filtering did not show any improvement over scalar median filtering in the 10% outlier case shown in Fig. 5, therefore, the results for vector median filtering are not shown for the 10% case. But comparing Figs. 6 and 7 for 30% proper outliers and Figs. 8 and 9 for 30% improper outliers, it is seen that vector median filtering significantly
improves the detection performance (higher $P_d$ for a given $P_{fa}$) compared to scalar median filtering. For example, in Fig. 8 when using scalar median filtering in the robust detector, at SNR $= 7.5$ dB and $P_{fa} = 0.1, P_d \approx 0.53$, whereas in Fig. 9 when using vector median filtering in the robust detector, at SNR $= 7.5$ dB and $P_{fa} \approx 0.1, P_d \approx 0.68$. Recall that median filtering is used only in the robust detector.

It is seen from Figs. 5-9 that the robust detector significantly mitigates the effects of additive outliers (compare curves for the non-robust case with those for the robust case). In the presence of proper outliers (Figs. 5-7), the naive implementation of the GLRT of [14] (non-robust curves) results in a “total” failure of the test as the non-robust curves at all three SNR values overlay with $P_d \approx P_{fa}$. The robust detector performs much better than the non-robust detector in Figs. 5-7, although not as well as the outlier-free detector. Note that our approach can identify only “large” outliers, the “smaller” outliers remain and contribute to a deterioration of the effective SNR, hence, the robust detector performs similar to an outlier-free detector at a worse SNR. In Fig. 5 in the presence of 10% outliers, the robust detector at SNR $= -5$ dB still outperforms the outlier-free detector at SNR $= -7.5$ dB, and in Fig. 7 in the presence of 30% outliers, using vector median filtering the robust detector at SNR $= -5$ dB significantly outperforms the outlier-free detector at SNR $= -10$ dB.

In the presence of improper outliers, as shown in Figs. 8 and 9 for 30% improper outliers ($P_o = 0.3$), the observations made regarding robust and outlier-free detectors earlier in the context of proper outliers, apply here as well. However, the non-robust detector interprets the improper outliers as improper signals and shows better performance than is the case for proper outliers. However, its performance
remains unsatisfactory. For instance, in Fig. 9 in the presence of 30% improper outliers, using vector median filtering the robust detector at SNR=-5dB significantly outperforms the outlier-free detector at SNR=-10dB, but the performance of the non-robust detector at SNR=-5dB is significantly worse than outlier-free detector at SNR=-10dB and is close to the performance of the robust detector at SNR=-10dB.

VI. CONCLUSION
We investigated the problem of detection of a common improper signal among two or more sensors, in the presence of spatially independent improper noise and additive outliers. A source of improper noise is IQ imbalance during down-conversion of bandpass noise to baseband. We exploited existing robust estimators of multivariate scatter to detect the outliers, and subsequently remove and replace them using vector median filtering to yield cleaned data. An existing GLRT of [14] was then applied to the cleaned data. The approach was illustrated via simulations involving 10% and 30% proper and improper outliers, and they show the efficacy of the proposed robustification.
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