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Abstract—We study the problem of minimizing the scheduling time length to serve users’ traffic demand by link scheduling in multi-hop mmWave wireless networks. We formulate a constrained Binary Integer Programming (BIP) problem incorporating a flexible interference model for directional transmissions and a Markov chain based blockage model. Since the problem is NP hard, we propose a heuristic algorithm with greatly reduced computational complexity for scheduling. The performance of the heuristic algorithm is validated with simulations.

I. INTRODUCTION

Millimeter wave (mmWave) communications in the 60GHz band has become a research hot spot recently. The huge amount of license-free spectrum (i.e., up to 7GHz in many countries in the 60GHz band) makes mmWave communications a promising technique to satisfy the fast growing demand for wireless capacity [1]. There have been significant standardization efforts on mmWave communications [2], [3] recently.

Before one can deploy these mmWave networks, many challenges need to be addressed. Wireless signal attenuation in mmWave (e.g., 60GHz) channels is a serious issue, much more than in the case of 5GHz or 2.5GHz channels [4], thereby making beamforming indispensable. Because of the small wavelength, large antenna arrays are feasible. The authors in [5] show that the highly directional links, especially in the outdoor environment, can be regarded as “pseudowired” with negligible collision probabilities. Although this characteristic is very attractive for spatial reuse, network coordination and scheduling become extremely challenging with such narrow beamwidths [6]. In the indoor environment, the beamwidth is usually wider than that in outdoor networks due to smaller transmission distances. The interference among neighboring links should be considered since the pseudowired assumption may not hold in this case.

Furthermore, mmWave signals usually do not diffract around or penetrate obstacles. A line-of-sight (LOS) path between the transmitter and receiver is required for successful transmission. However, in practical networks, a LOS path may not always exist; besides, it is possible that a LOS path can be blocked (e.g., by a human body) from time to time. In that case, relay nodes would be needed to forward data to a distant or blocked receiver [7], by setting up a LOS path between the transmitter and relay, and then between the relay and receiver. Second, the blockage between two nodes may appear or disappear intermittently due to the movement of objects between them or the movement of the nodes themselves [8], [9]. A realistic mmWave network protocol should consider the multi-hop path model and dynamic blockages between nodes.

In this paper, we investigate the problem of link scheduling in multi-hop mmWave networks. The mmWave network consists of one Piconet coordinator (PNC), which is the central coordinator, and multiple devices (DEVs). The PNC schedules the downlink transmission to DEVs based on their traffic demands and the possible state of the mmWave links at each time slot. Note that this is different from the standard downlink, in that multi-hop in the peer network may be needed due to blocking of the LOS path to a DEV, or when the DEV is out of range of the PNC. In this case, the PNC then needs to find intermediate DEVs to relay the downlink traffic to a DEV (either out of range or blocked by an obstacle). A successful transmission between two nodes requires unblocked LOS path between them as well as a good Signal to Interference plus Noise Ratio (SINR) at the receiver.

Using blockage and directional interference models, the link scheduling problem is formulated as a constrained Binary Integer Programming (BIP) problem, which aims to deliver data flow to all DEVs within a minimum number of time slots. In our proposed algorithm, we first determine the optimal streaming path for each data flow, and then determine which links on the designated paths should be activated, in order to maximize the instantaneous network throughput. We examine two cases of mmWave transmissions. In the first case, all DEVs work in the HD (Half-Duplex) mode, where a relay cannot receive and forward data simultaneously. In the second case, the same DEVs can work in the FD (Full-Duplex) mode, where a relay can receive from the upstream node while simultaneously forwarding the data to the downstream node using two different beams. We have developed a solution approach with greatly reduced computational complexity for both cases. The performance of the proposed algorithms is validated by comparing them with a benchmark scheme via simulations.

The remainder of this paper is organized as follows. The system model and problem formulation are presented in Section II. The proposed algorithms are described in Section III...
and evaluated in Section IV. Related work is reviewed in Section V and some conclusions are provided in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a 60GHz network consisting of one PNC and multiple DEVs [2], where directional antennas are used to overcome the high attenuation. We use the term node to refer to a PNC or DEV when there is no need to distinguish between them. The PNC is indexed by 1 and the total number of nodes is N. We consider the downlink scenario where all data traffic originates from the PNC and each DEV has its own traffic demand. We use session z to refer to the data flow z whose destination is DEV z, which can also refer to the transmission path of data flow z.

Assume that time is slotted with unit length time slots. The PNC collects the traffic demand (e.g., the backlog or requests) and statistical link data from the DEVs, based on which, it then determines the link transmission schedule and transmits data to the DEVs in each time slot, until all the traffic demands are served. Using feedback (i.e., ACKs) from the DEVs, the PNC obtains the state of each link at the end of the current time slot and then it updates the remaining traffic demand. We assume that there is a dedicated control channel (e.g., over a lower frequency interface) for the PNC and DEVs to exchange control messages such as traffic demand, ACK, and transmission schedules. We further assume the PNC is able to transmit (receive) to (from) multiple DEVs at the same time.

We use the directional antenna gain model shown in Fig. 1 for co-channel interference (CCI), where $h_{ij}$ is the maximum gain for link $ij$ when their beams are exactly pointing to each other, $\theta$ is the angle offset from the peak gain direction, and $\Gamma(\theta)$ is a non-negative, non-increasing function of $\theta$ in $[0, 1]$ with $\Gamma(0) = 1$. When the transmit power is $P_t$, the received signal on link $ij$ is $P_t|h_{ij}|^2\Gamma(\theta(0))\Gamma(0) = P_t|h_{ij}|^2$. The interference from link $i^*j^*$ to link $ij$ is $P_t|h_{i^*j^*}|^2\Gamma(\theta(i^*j^*, ij))\Gamma(\theta(i^*j^*, ij))$, where $\theta(i^*j^*, ij)$ is the angle between $i^*j$ and $i^*j^*$, and $\Gamma(\theta(i^*j^*, ij))$ is the angle between $i^*j$ and $ij$, as shown in Fig. 1. Let $\Omega(i)$ denote the set of DEVs within one hop distance to node $i$, $1 \leq i \leq N$, excluding node $i$ itself, and assume that $j \in \Omega(i)$ in the following. Note that $j \in \Omega(i)$ implies $i \in \Omega(j)$. Transmission on an unblocked link $ij$ will be successful if and only if the SINR exceeds a fixed threshold $\gamma$. In the worst case when all the links are activated, this condition can be expressed as

$$
\sum_{i^*j^* \neq ij} |h_{i^*j^*}|^2 P_t \Gamma(\theta(i^*j^*, ij))\Gamma(\theta(i^*j^*, ij))|P_t| + \sigma^2 \geq \gamma,
$$

for all $1 \leq i \leq N, j \in \Omega(i)$. (1)

where $\sigma^2$ is the noise power.

We also model the dynamic blockage of a 60GHz link as a Markov chain. For link $ij$, let $G$ denote the good state (unblocked) and $B$ denote the bad state (blocked); $p_{ij}$ and $q_{ij}$ are the transition probabilities from $G$ to $B$ and from $B$ to $G$, respectively; $\bar{p}_{ij} = 1 - p_{ij}$ and $\bar{q}_{ij} = 1 - q_{ij}$ are the transition probabilities from $G$ to $G$ and from $B$ to $B$, respectively.

B. Problem Formulation

During each time slot, the PNC may or may not receive an ACK from a DEV, depending on whether the PNC transmits to the DEV and the channel state of the link. Define the link state variable $s_{ij}$ as

$$
s_{ij} = \begin{cases} 1, & \text{link } ij \text{ is in the good state} \\ 0, & \text{otherwise}, \\ \text{for all } 1 \leq i \leq N, j \in \Omega(i), \end{cases}
$$

and index variable $a$ as

$$
a = \begin{cases} 1, & \text{an ACK is received by the PNC} \\ 0, & \text{otherwise}. \end{cases}
$$

Let $U^m(a|s_{ij})$ be the probability that when link $ij$ is activated during time slot $m$, the ACK status is $a$, conditioned on the possibility that the state of link $ij$ is $s_{ij}$ in that time slot. Assuming error-free ACKs, we then have

$$
U^m(1|s_{ij}) = s_{ij}
$$

$$
U^m(0|s_{ij}) = 1 - U^m(1|s_{ij}) = 1 - s_{ij}.
$$

Therefore we have that $U^m(a|s_{ij}) = 1$ when ACK is received and 0 when ACK is missing.

Define scheduling index variables $x_{ij}^m$ as

$$
x_{ij}^m = \begin{cases} 1, & \text{link } ij \text{ is activated to transmit session } z \text{ traffic in time slot } m \\ 0, & \text{otherwise}, \\ \text{for all } 1 \leq i \leq N, 2 \leq z \leq N, z \neq i, j \in \Omega(i), m \geq 1. \end{cases}
$$

Since a link can carry at most one session’s traffic in each time slot, we have

$$
\sum_{z=2}^{N} x_{ij}^m \leq 1, \text{for all } 1 \leq i \leq N, j \in \Omega(i), m \geq 1. \tag{7}
$$

Recall that $z = 1$ refers to the PNC.
The probability that the state of link \( ij \) is \( s_{ij} \) during the time slot \( m + 1 \), denoted as \( \lambda_{s_{ij}}^{m+1} \), can be derived as

\[
\lambda_{s_{ij}}^{m+1} = \left( \sum_{z=2, z \neq s} x_{ij}^{(m+1)z} \right) (1 - a - s_{ij} - 2as_{ij}) + \left( 1 - \sum_{z=2, z \neq s} x_{ij}^{(m+1)z} \right) \sum_{s'_{ij}=0}^N \lambda_{s'_{ij}}^{m} \Pr(s_{ij}|s'_{ij}),
\]

where \( \Pr(s_{ij}|s'_{ij}) \) is the probability that link \( ij \) is in state \( s'_{ij} \) at the current time slot and then switches to state \( s_{ij} \) at the next time slot, i.e., the channel state transition probability.

We use the steady state distribution of the discrete-time Markov chain as the channel state probability of link \( ij \) at the current time slot and then switches to state \( s_{ij} \) at the next time slot, i.e., the channel state transition probability.

We define the time slot index variable \( t^m \) for time slot \( m \) as

\[
t^m = \begin{cases} 1, & \text{at least one link is activated in slot } m \\ 0, & \text{otherwise}. \end{cases}
\]

From the definitions of \( x_{ij}^{mz} \) and \( t^m \) we can see that

\[
\sum_{z=2}^N \sum_{i=1, i \neq z}^N \sum_{j \in \Omega(i)} x_{ij}^{mz} \geq 1, \quad \text{if } t^m = 1; \quad \text{and} \quad \sum_{z=2}^N \sum_{i=1, i \neq z}^N \sum_{j \in \Omega(i)} x_{ij}^{mz} = 0, \quad \text{otherwise}.
\]

Let \( V_{ij}^m(\lambda_{s_{ij}}^m) \) be the expected amount of traffic of session \( z \) delivered by link \( ij \) from time slot \( m \) to a future time slot \( M \). We have

\[
V_{ij}^m(\lambda_{s_{ij}}^m) = \sum_{s_{ij}=0}^N \lambda_{s_{ij}}^m \sum_{a=0}^U U^{m}(a|s_{ij}) \left[ a r_{ij} x_{ij}^{mz} + \sum_{s'_{ij}=0}^N \lambda_{s'_{ij}}^m \sum_{a=0}^U U^{m}(a|s_{ij}) \right] x_{ij}^{mz},
\]

where \( r_{ij} \) is the number of packets that can be delivered by link \( ij \) if the transmission on link \( ij \) is successful.

The expected amount of traffic delivered by link \( ij \) for session \( z \) from time slot 1 to \( M \) can be derived as

\[
V_{ij}^1(\lambda_{s_{ij}}^0) = \sum_{m=1}^M c_{ij}^{mz} x_{ij}^{mz},
\]

where

\[
c_{ij}^{mz} = \sum_{s_{ij}=0}^N \lambda_{s_{ij}}^m \sum_{a=0}^U U^{m}(a|s_{ij}) \left( \sum_{s_{ij}=0}^N \lambda_{s_{ij}}^m \sum_{a=0}^U U^{m}(a|s_{ij}) \right) r_{ij} x_{ij}^{mz}.
\]

Recall that \( \Omega(i) \) is the set of one hop neighbors of node \( i \) and \( i = 1 \) refers to the PNC. For the PNC, the following holds true, where \( D_z \) is the traffic demand of node \( z \).

\[
\sum_{m=1}^M \sum_{j \in \Omega(1)} c_{ij}^{mz} x_{ij}^{mz} \geq D_z, \quad \text{for all } 2 \leq z \leq N.
\]

If node \( j \) is the intermediate relay for session \( z \) and \( m^* \) is a time slot, then we have

\[
\sum_{m=1}^{m^*} \sum_{j \in \Omega(j)} c_{ij}^{mz} x_{ij}^{mz} \geq \sum_{m=m^*}^M \sum_{k \in \Omega(j)} c_{jk}^{mz} x_{jk}^{mz},
\]

for all \( 2 \leq j, k, z \leq N, k, z \neq i, j, 1 \leq m^* \leq M \), which means that the data traffic received by an intermediate should be no less than the data traffic it forwarded to a destination in a time slot. In the HD mode, a DEV cannot transmit and receive at the same time. So the following capability constraint holds for a relay node.

\[
\sum_{i \in \Omega(j)} \sum_{z=2, z \neq i}^N x_{ij}^{mz} + \sum_{k \in \Omega(j)} \sum_{z=2, z \neq j}^N x_{jk}^{mz} \leq 1, \quad \text{for all } 2 \leq j \leq N.
\]

The FD mode we adopt here is as proposed in [18]. In the FD mode, linear antenna arrays are deployed at both transmitter and receiver, and the transmit and receive arrays can be arranged either on a single plane or on two different planes, thus a DEV relay can receive and transmit to two different DEVs at the same time. A DEV is not allowed to simultaneously transmit and receive from the same DEV, since the mutual interference between the two beams will be significantly high. Therefore, the following capability constraint holds true for a relay:

\[
\sum_{i \in \Omega(j)} \sum_{z=2, z \neq i}^N x_{ij}^{mz} \leq 1; \quad \sum_{k \in \Omega(j)} \sum_{z=2, z \neq j}^N x_{jk}^{mz} \leq 1,
\]

for all \( 2 \leq j \leq N \).

DEV \( z \) is the destination of session \( z \). If \( j \) is the previous hop of DEV \( z \) for session \( z \), then we have

\[
\sum_{m=1}^M \sum_{j \in \Omega(k)} c_{kj}^{mz} x_{kj}^{mz} \geq D_z, \quad \text{for all } 2 \leq z \leq N.
\]

The SINR constraint (1) can be rewritten as (18), which guarantees that the SINR of each activated link in each time slot is above the SINR threshold.

Our goal is to minimize the total amount of time slots used to serve the traffic demands under SINR and blockage constraints. When the relay nodes can only operate in the HD mode, the problem can be formulated as

\[
P_0: \min \tau = \sum_{m=1}^M t^m
\]

s.t. Constraints (7), (13), (14), (15), (17), (18)
To formulate the problem when the DEVs can operate in the FD mode, we only need to replace constraint (15) with constraint (16) in Problem P0. Constraints (9) and (22) assure that the scheduling time length is minimized, while during the entire scheduled time all time slots are activated. Further, the value of $M$ could be sufficiently large so that there is always a feasible solution. As will be shown later, with the proposed algorithms, the value of $M$ doesn’t affect the solution and objective value as long as it is sufficiently large.

III. SOLUTION ALGORITHMS

Problem P0 is a BIP problem, which is NP-hard in general. Since the constraint matrix is so huge, it is infeasible to list all the columns of the constraint matrix to apply an exhaustive search method, which requires a huge memory to store the constraint matrix. We propose a heuristic algorithm to solve the problem with significantly reduced computation complexity. The basic idea of the heuristic algorithm is that, first, the PNC determines the optimal transmission path for each data flow based on a certain stability criterion. Next, the PNC maximizes the overall throughput of all the data flows by deciding the set of links to be activated in the current time slot, based on the possible state of the links and the interference among them.

A. Path Selection Algorithm

To simplify our problem, we restrict each data flow to be carried by one and only one path. Denote a path from the PNC to DEV $z$ as $P(z)$ and the set of directional links that belong to $P(z)$ as $L(P(z))$. We define the stationary probability of $P(z)$ as the joint stationary probability of all the links along $P(z)$, i.e.,

$$
\pi(G(P(z))) = \prod_{ij \in L(P(z))} \pi(G_{ij}) = \prod_{ij \in L(P(z))} \frac{q_{ij}}{p_{ij} + q_{ij}}.
$$

(24)

Naturally, if we define the link weight (for those valid links $ij$) as $\omega_{ij} = -\log(\pi(G_{ij}))$, then a shortest path routing algorithm will find the path $G(P(z))$ with the largest $\pi(G(P(z)))$, i.e., the most reliable path. Here, we use Dijkstra’s Algorithm to find the shortest path between the PNC and each DEV in the network, which has the largest stationary probability among all possible paths.

B. Link Scheduling Algorithm

1) HD Case: After determining the path for each data flow, PNC will decide which links to activate at each time slot. Let the current time slot be $m^*$, and denote the sets of sessions whose traffic demands have not been satisfied yet at time slot $m^*$ as $H(m^*)$. Let session $z \in H(m^*)$. Denote the number of packets that link $ij$ has delivered for session $z$ at time slot $m$ as $f_{ij}^z$, $1 \leq m \leq m^*$, and $\{L(Q(z)) : ij \in L(Q(z))$, s.t. $\sum_{m=1}^{m^*} f_{ij}^z < D_z\}$ be the set of links $ij$ such that it’s on path $Q(z)$ and the traffic it had carried up to time slot $m^*$ is less than the demand $D_z$. Denote the set of relay nodes on path $Q(z)$ as $R(Q(z))$. PNC aims to maximize the instantaneous overall throughput of links that are in $L(Q(z))$, $\forall z \in H(m^*)$ at time slot $m^*$, by solving Problem SP($m^*$) defined as follows:

$$
\max \sum_{z \in H(m^*)} \sum_{ij \in L(Q(z))} e_{ij}^z x_{ij}^z
$$

(25)

s.t. SINR Constraint (28) (at top of the next page)

$$
\sum_{m=1}^{m^*-1} f_{ij}^z + c_{ij}^z x_{ij}^z \leq \sum_{m=1}^{m^*-1} f_{jk}^z, \forall ij,
$$

(26)

$$
\sum_{j} x_{ij}^z = 1, \forall z \in H(m^*)
$$

(27)

Constraint (26) indicates the flow conservation condition for each relay node, i.e., the volume of transmitted data must not exceed the volume of received data. Constraint (27) corresponds to the HD constraint (15) in Problem P0.

2) FD Case: In the FD mode, the flow conservation constraint and capability constraint for a relay node $j \in R(Q(z))$ becomes

$$
\sum_{m=1}^{m^*-1} f_{ij}^z + c_{ij}^z x_{ij}^z \leq \sum_{m=1}^{m^*-1} f_{jk}^z + c_{jk}^z x_{jk}^z,
$$

(29)

$$
\sum_{z \in H(m^*)} \sum_{j \in L(Q(z))} x_{ij}^z \leq 1, \forall ij
$$

(30)

Replacing constraints (26) and (27) in SP($m^*$) with constraints (29) and (30) leads to the instantaneous throughput maximization problem for the FD case, denoted as Problem SP'($m^*$).

3) Solution: Denote the total number of links in the network as $v$. The size of the constraint matrix of Problem P0 is at least $(M \cdot N + M \cdot N) \times (v \cdot N)$ (Constraints (14) and (18)).
Denote the number of hops of session $z$ as $v_z$ and we have $v_z \leq N$. Dijkstra’s algorithm has a complexity of $\mathcal{O}(N^3)$. The size of the constraint matrix of Problem SP$(m^*)$ (or SP’$(m^*)$) is $(3v_z ||H(m^*)||) \times (2v_z ||H(m^*)||) \leq 6v_z^2N^2$. Therefore, we conclude that the complexity of Problem SP$(m^*)$ (or SP’$(m^*)$) is considerably lower than that of Problem P0. Both problems can be solved by Binary Integer Programming techniques.

The iterative algorithm for the HD mode problem SP$(m^*)$ is presented in Algorithm 1, which is executed at the PNC. In Lines 1 and 2, Dijkstra’s Algorithm is used to find the most reliable path between the PNC and each DEV. The link scheduling problem is solved in Lines 3 to 15. An LP solver is used to solve SP$(m^*)$ first. Once the $x_{ij}^{m^*}$’s are obtained, the PNC schedules transmissions in the current time slot according to $x_{ij}^{m^*}$, for all $ij$ (i.e., if $x_{ij}^{m^*} = 1$, then link $ij$ is scheduled for transmission at time slot $m^*$, otherwise it is not allowed to transmit). Thus a feasible schedule at time slot $m^*$ is obtained. With feedback from the DEVs, the PNC will know $c_{ij}^{m^*+1}$ and $c_{ij}^{(m^*+1)z}$, for all $ij$, with which it can solve problem SP$(m+1)$ to obtain $x_{ij}^{(m+1)z}$, for all $ij$. And so forth, until $H(m^*)$ becomes empty. Denote the last time slot in which link $ij$ was active as $m^*_ij$. Then in line 13 of Algorithm 1, $c_{ij}^{m^*z}$ should be updated as in (31) on the top of the next page.

The FD mode problem SP’$(m^*)$ can be solved with an algorithm similar to Algorithm 1. Note that the algorithm is suboptimal, since the path selection and scheduling problems are separately solved, and the scheduling algorithm only aims to maximize the instantaneous throughput of the current time slot, without considering the impact on future time slots. In the next section, we validate the performance of the proposed algorithms with simulations.

**IV. SIMULATION STUDY**

In this section, we perform numerical simulations using Matlab to validate the performance of the proposed algorithms. Unless otherwise specified, the values of simulation parameters are as shown in Table I. Each simulated point in the figures is obtained by repeating the simulation 50 times with different random seeds, and 95% confidence intervals are computed and plotted in the figures. We compare the proposed algorithms with a benchmark scheme proposed in [11]. The benchmark scheme does not consider link blockages when making path selection and solving the problems with a greedy method, meaning that $\pi(G_{ij}) = 1$, for all $ij$, in path selection (it randomly selects a path from those with the minimum number of hops), $c_{ij}^{m^*2} = 1$, for all $ij$ and $m^*$ in Problems SP$(m^*)$ and SP’$(m^*)$.

In Fig. 2, we compare the scheduling time to clear all traffic demands for our proposed algorithm with that of the benchmark scheme for different number of DEVs in the network. Although there is some fluctuation due to randomness in simulation, we observe that as the number of DEVs i.e., $N$ is increased, the overall trend for the scheduling time length is increasing, because of the increase in total traffic demand. For both schemes, the FD case outperforms the HD case, since the FD mode allows more concurrent transmissions. The FD network is expected to achieve a higher throughput than the HD network, which leads to a lower scheduling time for the FD case. The proposed scheme outperforms the benchmark scheme in both FD and HD modes, since it considers the dynamic channel states and always chooses the best set of channels to transmit in each time slot.

Examining Constraints (27) and (30) will also help us to better understand the advantage of FD over HD. It can be seen that if the HD mode is replaced by FD, the right hand side (RHS) value of constraint (30) is increased from 1 to 2.
Then the feasible solution region will be larger, thus a better solution may be found and the optimal objective value can be increased, which translates to a higher network throughput.

The effect of the SINR threshold $\gamma$ on the network performance is shown in Fig. 3. From (18), we can see that as $\gamma$ is increased for each link, a lower level of interference from the transmission of other links can be tolerated, in order to keep its SINR above $\gamma$ for a successful transmission. Therefore, fewer concurrent transmissions can be accommodated in the network and thus network throughput is decreased. The transmission delay for a packet may be prolonged since it may spend more time in the queue at the PNC or DEV before it gets transmitted, thereby resulting in an increased scheduling time.

Furthermore, from Constraint (28) we can see that a large $\gamma$ will allow a larger left hand side (LHS) value. So Constraint (28) will become tighter and the feasible solution space will be narrowed. The optimal objective value will be degraded and network throughput reduced, which is opposite to the case when the network is changed from HD to FD.

The performance gap in scheduling time between our proposed scheme and the benchmark scheme under different minimum link state transition probabilities $\min_{ij}\{\bar{p}_{ij}\}$ is shown in Fig. 4. It can be seen from (8) that as $\min_{ij}\{\bar{p}_{ij}\}$ is increased, the stationary probability of link $ij$ in the good state is increased. Thus more links may have successful concurrent transmissions at each time slot, which improves the network throughput. The PNC may take less time slots to deliver the requested packets to its neighboring DEVs; for the DEVs, the transmission delay between two adjacent DEVs on a path will be shortened due to a greater probability of successful transmissions. These two factors are the main reasons for the shortened scheduling time when $\min_{ij}\{\bar{p}_{ij}\}$ is increased.

V. RELATED WORK

There has been significant work on mmWave communications recently, mainly on the propagation characteristics of the mmWave channels and MAC protocol design. In [7], the authors quantitatively analyze the vulnerability to blockage and the inherent directivity of mmWave links, pointing out that beam forming and directional antennas are necessary for mmWave communications. In [12], the authors find that the interference between two 60GHz links can be described by their relative geo-locations and the angles between the links,
which is named exclusive regions, and concurrent transmission pairs can be identified using this concept. Practical and extensive measurement results of urban cellular and peer-to-peer RF wideband channel on 60GHz frequencies are presented in [6], and a significant discovery is that there are very few unique antenna angles for creating a link.

There has also been some interest in developing MAC protocols for 60GHz network recently. In [13], the authors proposed a directional MAC Protocol for mmWave based Wireless Personal Area Networks (WPAN). Directional antennas are used in the proposed protocol, and then rate adaptation is used to coordinate the directional and omni-directional transmissions. Later, the authors develop a channel-time allocation algorithm to leverage the spatial reuse ratio by enabling more coexisting links so that network capacity is enhanced. To deal with the link blockage problem, the authors of [7] propose a multi-hop MAC protocol for mmWave network and show that it improves network connectivity compared with single-hop protocol. A neighbor discovery mechanism is used to build a network topology map, and then polling and path establishing procedures are conducted before data communications. The deafness problem (i.e., conventional CSMA/CA protocol does not work well with directional antennas due to impaired carrier sensing at the transmitter) also hinders the feasibility of mmWave network. To deal with this problem, the authors of [14] propose a CSMA/CA protocol that enables the DEV to hear from the PNC at any time by always beam-forming towards the PNC so that the deafness problem is mitigated.

There has not been much work done in the area of link scheduling in 60GHz network so far. In our previous work [15], we propose a link scheduling algorithm to minimize the required time length to serve a given data demand for all the nodes. However, the algorithms can only apply to single-hop 60GHz networks and the problem is easier than the multi-hop network problem addressed in this paper. The authors of [16], [17] propose a Graph Coloring method to optimize the scheduling for given traffic demands, aiming at minimizing the transmission time needed to clear all traffic demands. A “pseudowired” link model is adopted in this paper without considering co-channel interference (CCI) and link blockage.

VI. CONCLUSION

We investigated the problem of minimum time length scheduling in multi-hop 60GHz networks under both traffic demand and SINR constraints. The problem is formulated as a BIP problem. We developed an effective link scheduling algorithm with significantly reduced computational complexity. The algorithm first finds the optimal routing path for each DEV, and then it tends to maximize the instantaneous network throughput of each time slot by deciding the set of links to activate based on the knowledge of possible channel states and the mutual interference among the channels. Simulation results validated the performance of our proposed algorithm in comparison with a benchmark scheme.
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