Abstract—Soft video delivery allows a graceful degradation of video quality matching to user’s channel quality. However, existing schemes require a considerable amount of metadata to be transmitted. In this paper, we propose a blind data detection method that recovers video signals from the squared amplitude of received signals, which is almost metadata free. Simulation results show that our proposed method can significantly reduce the metadata overhead, and outperforms the existing soft video delivery scheme by nearly 2dB. It does not require a time-consuming process to fit signal energy distributions (SED) and video quality can improve gracefully.
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I. INTRODUCTION

Wireless video deliveries nowadays are mostly built on Shannon’s theorem that separates channel coding and source coding to ensure a reliable transmission. In conventional digital video transmissions (e.g., H.264 [1]), a video is first encoded into bit streams. Then channel coding is performed to reliably transmit the bit streams. However, this framework has several drawbacks. First, the quantization process involved is a lossy process which cannot be recovered at the receiver. Thus, even when the channel condition gets better, the video quality may not be able to be improved. This scheme also suffers the cliff-effect [2], which refers to the phenomenon that the video quality drops dramatically due to bit errors incurred in bad channel conditions. Most wireless systems adopt forward error correction (FEC) coding to correct a certain number of bit errors. However, when the number of errors exceeds the correction capability, FEC will fail to correct the errors. The errors will even spread to the correctly demodulated codes due to the nature of the convolutional code.

Joint source and channel coding has the potential to tackle this problem, as demonstrated by a break-through system named SoftCast [3], [4]. In this soft video delivery framework, the process of video compression, data protection, and transmission are integrated. The luminance value of the video content is first processed by a 3-dimensional discrete cosine transform (3D-DCT) to de-correlate the signal. The power allocation process then reduces the end-to-end distortion by optimally scaling the DCT coefficients with a power scaling factor, which is encoded as metadata. To combat packet losses, a whitening process is applied by multiplying a Hadamard matrix to ensure that each packet is of equal importance. Finally, The numerical, scaled values are mapped to constellation points of modulation and transmitted. At the decoder, a linear least Square Error (LLSE) estimator is used to decode the signal. Since all the operations involved are linear, this scheme has the potential to overcome the cliff effect in conventional digital solutions. Users can hereafter gracefully improve their video quality matching to their wireless channel conditions.

In conventional soft video delivery (SoftCast), DCT coefficients are divided into chunks and each chunk uses the same scaling factor according to the mean power of the chunk. In [5], it is shown that the end-to-end distortion strongly depends on the chunk size. If the chunk size is large, the distortion would also be large. If the chunk size is small, the metadata overhead would be large. According to the experiments in [3], if each picture is divided into $8 \times 8 = 64$ chunks, the metadata overhead is 0.005bits/pixel, which is acceptable. However, the PSNR gap from the optimality is still quite large under this chunk size. How to reduce the resource occupied by transmitting the metadata, while also achieving a satisfactory received video quality, is a big challenge.

To combat the metadata overhead, the authors in [5], [6] adopt an adaptive, L-shaped chunk division method to more accurately model the signal energy distribution (SED) via a simple piece-wise linear function. Simulations show that the proposed scheme can achieve 95% transform gain while reducing the overhead of metadata from hundreds or thousands to only a few parameters. In [7], the authors apply a Gaussian Markov Random Field (GMRF) model with very few parameters to approximate the SED. This way, the received video quality can be improved by 1.2dB with 99.7% reduction in metadata overhead. To our best knowledge, most existing works share a common idea that the transmitter allocates power according to the fitted SED and the receiver reconstructs the SED with fitting parameters. In practice, the fitting process is time-consuming, especially for real time high-definition (HD) videos. Further, the existing approach suffers from the distortion caused by the mismatch between the empirical SED plane and the fitted SED plane. Once fitted, the distortion cannot be eliminated at the receiver.

In this paper, we propose a blind data detection algorithm. Different from the existing works, in our design, the transmitter optimally scales each DCT coefficient, so that the distortion caused by improper power scaling can be eliminated. At the receiver side, the video signals are recovered using the squared amplitude of the received signals. Since we no longer need to transmit any information about the power scaling factors, this scheme is simple and almost metadata-free. This paper is organized as follows. In Section II, we introduce the basic framework of soft video delivery with some fundamental analysis. The proposed metadata overhead reduction scheme is...
presented in Section III and validated in Section IV. Section V reviews related work and Section VI concludes this paper.

II. SYSTEM MODEL

A. Encoder and Decoder

The monochrome version of a video sequence is first partitioned into groups of pictures (GOPS), each consisting of \( F \) pictures. Let \( \mathbf{X} \in \mathbb{R}^{H \times W \times F} \) denote one GOP, where \( H \) and \( W \) represents the resolution in height and width of each picture, respectively. We then perform a 3D-DCT on \( \mathbf{X} \) and obtain the corresponding DCT coefficients matrix \( \mathbf{S} \) for each picture of the same size. Projecting the video sequences to an orthogonal basis, we de-correlate the video signals and compact energy in the low frequency components. Matrix \( \mathbf{S} \) is then divided into chunks. This is different from the MPEG compression where a picture is first divided into blocks, and is then divided into chunks. This is different from the MPEG compact energy in the low frequency components. Matrix to an orthogonal basis, we de-correlate the video signals and each picture of the same size. Projecting the video sequences

Suppose each picture is divided into \( m^2 \) chunks and there will be \( N = Fm^2 \) chunks in one GOP. Moreover, each chunk is a rectangle with height \( h = H/m \) and width \( w = W/m \). Denote the \( j \)-th DCT coefficient in the \( i \)-th chunk as \( s_{ij} \), \( i = 1, 2, \ldots, N \), we scale \( s_{ij} \) with a factor \( g_i \) for noise reduction. The value of \( g_i \) is encoded as metadata and transmitted to the receiver digitally via entropy coding.

Assume an additive white Gaussian noise (AWGN) channel. After demodulation, the receiver receives \( y_{ij} = g_is_{ij} + n_{ij} \), where \( n_{ij} \) is AWGN with variance \( \sigma_n^2 \). This process can be written in a matrix form as \( \mathbf{Y} = \mathbf{GS} + \mathbf{N} \), where \( \mathbf{Y} \) is the matrix of received signal, \( \mathbf{G} \) is a diagonal matrix of power scaling factors, \( \mathbf{S} \) is the stacked DCT coefficients matrix, and \( \mathbf{N} \) is the AWGN noise matrix. The receiver aims to decode the signal and reconstruct the DCT coefficients via an optimal linear least square estimator (LLSE) \([8]\), as

\[
\hat{\mathbf{S}} = \mathbf{A}_s \mathbf{G}^T (\mathbf{G} \mathbf{A}_s \mathbf{G}^T + \mathbf{\Sigma})^{-1} \mathbf{Y},
\]

where \( \mathbf{A}_s \) is a diagonal matrix whose element \( \lambda_i \) is the variance of the \( i \)-th chunk, and \( \mathbf{\Sigma} \) is a diagonal matrix whose diagonal elements are the variance of AWGN entries.

We can also rewrite (1) in a scalar form as

\[
\hat{s}_{ij} = \frac{g_i \lambda_i}{g_i^2 \lambda_i + \sigma_n^2} (g_is_{ij} + n_{ij}).
\]

When the average power of the chunk is much greater than that of the noise, i.e., \( p_i = g_i^2 \lambda_i \gg \sigma_n^2 \), the LLSE estimator reduces to a zero-forcing (ZF) estimator, as

\[
\hat{s}_{ij} \approx y_{ij}/g_i = s_{ij} + n_{ij}/g_i.
\]

B. Distortion Analysis

The expected mean square error (MSE) is

\[
\text{MSE}_s = \mathbb{E} \left[ (s_{ij} - \hat{s}_{ij})^2 \right] \]

\[
= \sum_{i=1}^{N} \sigma_n^2 + \frac{1}{g_i^2 \lambda_i + \sigma_n^2}
\]

\[
\approx \frac{\sigma_n^2}{N} \sum_{i=1}^{N} \frac{1}{g_i^2}.
\]

When the power scaling factor \( g_i \) is large enough, the distortion will be minimized. However, in practice, we cannot set \( g_i \) too large since the transmitted power is usually constrained by the total power budget \( P \) for one GOP.

The optimal \( g_i \) in matrix \( \mathbf{G} \) and the power of the scaled coefficients can be derived as \([3]\)

\[
g_i = c \lambda_i^{-\frac{1}{2}},
\]

where \( c \) is a constant so that the total power budget constraint is satisfied. Since \( hw \sum_{i=1}^{N} p_i = P \), we have

\[
c = \sqrt{\frac{P}{hw} \sum_{i=1}^{N} \lambda_i^{-1}}.
\]

From (5), we can see that the resulting power of the scaled coefficient is proportional to the squared root of the chunk variance. Substituting (5) into (4), the distortion becomes

\[
\text{MSE}_s \approx \frac{\sigma_n^2}{NP} \left( \sum_{i=1}^{N} \lambda_i^{-1} \right)^2.
\]

For one GOP, the total variance of noise is \( Nhw\sigma_n^2 \). Then the signal-to-noise ratio (SNR) can be defined as \( \rho = \frac{P}{Nhw\sigma_n^2} \). We can rewrite the distortion of DCT coefficients as

\[
\text{MSE}_s \approx \frac{1}{N} \left( \frac{1}{N} \sum_{i=1}^{N} \lambda_i^{-1} \right)^2
\]

\[
= \frac{1}{N} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [s_{ij}^2] \right)^2
\]

\[
\approx \frac{1}{N} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [s_{ij}] \mathbb{E} [s_{ij}] \right)^2
\]

\[
= \frac{1}{N} \left( \mathbb{E} [s_{ij}] \right)^2.
\]

The inequality in (8) is because the quadratic mean is no smaller than the arithmetic mean. The equality holds when the absolute value of the coefficients in one chunk are all identical. This does not hold for a natural image/video unless we force each chunk to contain only one coefficient. In this case, the chunk size is one and we have the minimum distortion. However, the number of \( g_i \), which is equal to the number of chunks, would also be large, introducing a considerable transmission overhead.

III. OVERHEAD REDUCTION

To carry out the MMSE filtering in (2), the sender needs to correctly notify the receiver the value of \( \lambda_i \) of all coefficients, i.e., the metadata. For example, to transmit a video sequence with a resolution of \( 352 \times 288 \), there will be \( 352 \times 288 = 811,008 \) DCT coefficients. In this case, the amount of metadata will be approximately 5.8 bits/pixel. This overhead will cause performance degradation, since it consumes extra transmit power during the transmission of analog-modulated symbols. This is why the conventional soft video delivery scheme \([3]\) partitions DCT coefficients into chunks and carries out scaling and MMSE filtering for each chunk.
However, the overhead is still high in general and chunk partition is not optimized, which would incur a performance degradation. Although we can lower the chunk number to reduce the overhead of metadata, the video quality would degrade significantly (as will be shown later). Moreover, the accuracy of metadata plays a vital role in successful decoding of DCT coefficients. To ensure a reliable transmission, more error correction codes have to be added and this even further increases the transmission overhead.

The existing SED modeling based signal detection algorithm leverages the information of an approximated \( g_i \). In contrast, our proposed algorithm decodes the signal without prior knowledge of \( g_i \). Thus we call it blind data detection. Note that the SED modeling based method scales each DCT coefficients via a learned and also mismatched modeling function, which may also introduce distortion. In our proposed scheme, we scale each coefficient with an optimal scaling factor at the encoder first. This way, each chunk only contains one coefficient. Letting \( c = \sqrt{P/\sum_i^n |s_i|^2} \), we have \( \lambda_i = E[|s_i|^2] = s_i^2 \) and (5) can be reduced to

\[
g_i = c\lambda_i^{-\frac{1}{4}} = c|s_i|^{-\frac{1}{4}}, \quad i = 1, 2, ..., N.
\]

(9)

The general model can be considered as

\[
y_i = c|s_i|^{-\frac{1}{4}}s_i + n_i, \quad i = 1, 2, ..., N.
\]

(10)

This is a set of independent scalar nonlinear estimation problems. We can estimate the amplitude of \( s_i \) via a ZF estimator

\[
|\hat{s}_i| = \left(\frac{y_i}{c}\right)^2,
\]

(11)

and use the sign of the received signal to approximate that of \( s_i \), i.e., \( \text{sign}(\hat{s}_i) \approx \text{sign}(y_i) \). We obtain an estimation of \( s_i \) as

\[
\hat{s}_i = |\hat{s}_i| \cdot \text{sign}(\hat{s}_i) \\
\approx \left(\frac{y_i}{c}\right)^2 \cdot \text{sign}(y_i).
\]

(12)

Eqn. (12) shows that the amplitude of the DCT signal is proportional to the squared amplitude of the received signal. For each DCT coefficient in one GoP, the decoder only needs to know the value of constant \( c \). In practical communication systems, this scalar value along with the total power \( P \) can be transmitted to the decoder at a negligible cost per GoP. That is, this proposed signal recovery method is almost metadata-free and works with nearly no overhead.

The expected theoretical MSE of the proposed blind detection algorithm is

\[
\text{MSE}_a = \left(4/\rho + 3/\rho^2\right) \left(E[|s_i|]\right)^2.
\]

(13)

where \( \rho \) is the SNR and \( E[|s_i|]\) is the average of the absolute value of the DCT coefficients in one GoP. The proof is provided in Appendix A. It can be seen that the MSE depends on both the channel condition (i.e., \( \rho \)) and the video content (i.e., \( s_i \)). We can jointly consider the channel characteristics and video content in a cross-layer design.

IV. PERFORMANCE EVALUATION

A. Simulation Setup

1) Performance Metric: We evaluate the video quality in terms of peak signal-to-noise ratio (PSNR) and Structural Similarity Index (SSIM). PSNR is a widely used metric for video delivery, defined (in dB) as

\[
\text{PSNR} = 10 \log_{10} \left(\frac{q^2 - 1}{\text{MSE}_X}\right)
\]

(14a)

\[
\text{MSE}_X = \mathbb{E}\left[(X_{ij} - \hat{X}_{ij})^2\right],
\]

(14b)

where \( L \) is the number of bits used to encode pixel luminance (usually \( L = 8 \) bits), and \( X_{ij} \) and \( \hat{X}_{ij} \) are the transmitted and reconstructed luminance pixels of a picture, respectively. In Appendix B, we prove that the MSE in the pixel domain is equal to that defined in the frequency domain, namely,

\[
\text{MSE}_X = \text{MSE}_s.
\]

(15)

By substituting (8) and (15) into (14), we obtain the theoretical PSNR of the soft video delivery scheme. Generally, improvements of PSNR of magnitude larger than 0.5dB are noticeable visually, and a PSNR below 20dB is considered not acceptable. SSIM is a perceptual metric that quantifies image quality degradation: a value closer to 1 indicates higher perceptual similarity between the original and decoded images.

2) Test Video: We use monochrome video sequences at a frame rate of 20 frames per second (fps) in the tests. The standard video sequences used include akiyo, mother-daughter, foreman, and highway in the CIF format with a resolution of \( 352 \times 288 \) [9]. The sample format is YUV420. The standard test picture Lena is also used in our simulation.

3) Video Encoder Setting: We set the GoP size for all reference schemes to four. In the conventional chunk division based soft video delivery scheme, each picture is divided into \( 16 \times 16, 8 \times 8, 4 \times 4, \) and \( 2 \times 2 \) chunks (of increasing chunk size). For digital schemes, we use the HEVC software for video encoder and decoder, where the encoder_lowdelay_main.cfg configuration file is used to operate the encoder with both intra encoding and motion compensation.

4) Wireless Setting: The received symbols are delivered through an AWGN channel. Since the video sequence used here is in a relatively low resolution (i.e., in the CIF format), the symbol rate is set to 25K. Then we adopt convolution channel coding for error correction with a rate 1/2 and constraint length 7. The digital modulation formats are either BPSK, QPSK, or 16QAM. For a fair comparison, we use the same average power for both digital transmission and soft video transmission (as verified in the results).

B. Test on Images

Figure 1 presents the PSNR performance under the AWGN channel for delivering the test picture Lena with a resolution of \( 512 \times 512 \). Essentially, by optimally scaling the DCT coefficients and letting the receiver know the exact value of the power scaling factors, we can obtain the "optimal performance" as shown in the figure.
As a comparison, when the receiver knows nothing about the value of power scaling factors, or in some circumstances the packet which contains the value of $g_i$ is lost, the receiver simply decodes the signals by treating all $g_i$ as a constant. The results in this case is termed “direct transmission” in Fig. 1. As can be seen, there exists a nearly 20dB gap between the two, hence it is of great importance for the receiver to have correct information about the power scaling factors. The conventional chunk based Softcast scheme divides each picture into chunks. With the increase of the number of chunks, the PSNR performance will continue to improve, eventually converging to the optimal performance. However, this comes at a cost of an increased metadata overhead. Compared with a $8 \times 8$ chunk division scheme, where most of the existing works assume, our proposed blind data detection method achieves a nearly 2dB PSNR improvement with almost no metadata overhead. Moreover, the theoretical results obtained via (13) match well with our simulations, which can be used for system optimization in our future work.

C. Overhead Reduction for Video Delivery

Figures 2 and 3 shows the PSNR performance of delivering video akiyo.yuv and mother-daughter.yuv, respectively. It can be seen that the GMRF method [7] has a similar performance as conventional Softcast, which divides each picture into $8 \times 8 = 64$ chunks. The proposed blind detection method generally achieves a 2dB gain in PSNR, especially in the high SNR regime. This is because for blind data detection, we recover the coefficients from the amplitude of received signals. In the high SNR regime, the impact of noise is generally lower. Hence we can recover the coefficients more accurately.

In the simulation, for both GMRF and the conventional Softcast method, we assume that the metadata can be transmitted accurately with additional power and channel resources. The metadata overhead for the conventional chunk based Softcast ($8 \times 8$) and GMRF method is 256 and 5 symbols (or variables) per chunk, respectively, when the GOP size is 4. While for the proposed method, the metadata overhead is almost zero.

Figures 5 and 6 compare the visual quality of the proposed method and the chunk-based Softcast scheme for video sequences foreman and highway, respectively. The video sequence is transmitted at an SNR of 10dB. For foreman, the SSIM achieved by Softcast that divides each picture into $16 \times 16$, $8 \times 8$, $4 \times 4$, and $2 \times 2$ chunks, are 0.92196, 0.87724, 0.73161, and 0.46255, respectively, whereas the SSIM achieved by the proposed scheme is 0.87745. From the experiment, we can see that a finer chunk division generally leads to an improved visual quality. However, this also comes at a price of increased metadata overhead. Compared with conventional chunk based Softcast, the proposed scheme generally achieves a 2dB PSNR improvement while being almost metadata-free. The reason is that the proposed scheme optimally scales the DCT coefficient at the transmitter while the conventional Softcast suffers an extra distortion due to the improper SED modeling with rectangular chunks.

D. Impact of GOP Size

In Fig. 4, we examine the impact of GOP size under different SNR settings. The test video sequence is mother-daughter.yuv. It can be seen that with the increase of GOP size, the PSNR value also tends to increase. This performance improvement is brought by the inter-frame correlation. Within a certain range, a slight increase of GOP size may help remove the temporal redundancy more effectively, and hence a better PSNR can be achieved. However, an extremely large GOP will bring a huge computational overhead. Usually, we set GOP to
be 4 to 20. In our simulation, we set the GOP size to 4. As shown in [10], performance optimization through tuning the GoP size is unnecessary. Finally, we observe that regardless of the GOP size, the proposed method always outperforms the chunk-based Softcast scheme.

E. Comparison with Digital Solutions

In Fig. 7, we compare the PSNR performance of the proposed algorithm with that of digital benchmarks. The figure confirms the characteristics of cliff effect of current digital video wireless transmission systems. To be specific, there exists a critical SNR below which the video quality drops sharply; and conversely, above the critical SNR, the video quality does not improve with increased SNR. The maximum video quality is limited by the lossy encoding process at the transmitter. The video quality will not improve anymore even if the channel quality keeps improving. Moreover, when the channel quality changes dynamically, complex rate-distortion control has to be performed to guarantee a satisfactory performance. On the contrary, the proposed soft video delivery schemes improves the video quality gracefully according to the channel quality. Note that, in digital video transmission, coding rate corresponds to video quality and video size. In general, a higher coding rate will ensure a higher video quality. By adjusting the coding rate, the HEVC transmission scheme may perform better or worse than the soft video transmission scheme, where a source does not need to select a coding rate. In this experiment, we show a general trend, for a more fair comparison between soft video delivery and digital video transmission, we refer readers to [3], [4].

V. RELATED RESEARCH

Wireless video transmission has been an important problem attracting considerable interests [11]–[16]. Our study is closely related to the existing works on soft video delivery. Since the pioneering work first proposed in [3], [4], there have been a variety of follow-ups. Unlike SoftCast, which builds an analog code that adjusts the compression-protection tradeoff with power allocations, FlexCast [17] achieves a similar goal with bit allocation. DCast [18] aims to remove the inter frame redundancy by incorporating motion prediction and compensation. LayerCast [19] considers a broadcast framework that can simultaneously accommodate heterogeneous users with diverse SNRs and diverse bandwidths. A hybrid analog and digital coding scheme is proposed in [20] to leverage the advantages of digital and analog coding. In [21], a design is proposed to perform optimal channel and power allocation for a fast-fading channel.

ParCast [22] is the first work to extend SoftCast to a multiple antenna system. It decomposes the MIMO channel into parallel sub-channels by MIMO precoding. By assigning high priority DCT coefficients to higher quality sub channels, the reconstructed video quality can be optimized. However, the proposed framework only works for a single receiver. In [23], a modeling method is proposed for joint power and bandwidth allocation in soft video delivery, while the work in [24] extends Softcast to a wireless video multicast scenario with receiver antenna heterogeneity. The designed multicast system allows receivers to achieve a reconstructed video quality that improves with the number of equipped antennas.

VI. CONCLUSION

In this paper, we considered the metadata reduction problem in soft video delivery. We proposed a blind data detection algorithm that recovers the signal from squared amplitude of the received signals. This method can prevent the cliff-effect in conventional digital video coding. In terms of PSNR performance, it outperformed the conventional Softcast by approximately 2 dB and is almost metadata-free. Although the results were obtained for AWGN channels, the proposed scheme can be easily adapted for general fading channels.

APPENDIX A

PROOF OF EQUATION (13)

Suppose that in this linear AWGN system, the sign information of the true DCT signal $\text{sign}(\hat{s}_i)$ can be well approximated by that of the received signal, i.e.,

$$\text{sign}(\hat{s}_i) \approx \text{sign}(y_i).$$  \hspace{1cm} (16)
Therefore, the MSE of a GOP can be derived as

\[ \text{MSE}_a = \mathbb{E}[(s_i - \hat{s}_i)^2] \]

\[ = \mathbb{E}\left[ \left( \frac{2}{c} |s_i| - \frac{1}{2} n_i + \frac{n_i^2}{c^2} \right)^2 \right] \]

\[ = \frac{4\sigma_s^2}{c^2} + \frac{3\sigma_n^2}{c^4}, \]  

where the expectation involved above is taken w.r.t. all the DCT coefficients in the GOP.

From (18) to (19), we have assumed that the transmitted signal is uncorrelated to the channel noise, which is quite general in practice. Furthermore, in calculating the high order moments of Gaussian random variable \( n_i \), we used the property that if a normal random variable \( x \sim N(0, \sigma^2) \), then we have [25, p. 148]

\[ \mathbb{E}[x^n] = \begin{cases} 0, & \text{if } n \text{ is odd} \\ 1 \cdot 3 \cdots (n-1)\sigma^n, & \text{if } n \text{ is even.} \end{cases} \]

When the chunk size is 1, we have

\[ c = \frac{P_s}{\sum_i |s_i|} \]

\[ = \frac{P_s}{N\mathbb{E}[|s_i|]}, \]  

and \( \rho = \frac{P}{N\sigma_n} \). Then (19) becomes

\[ \text{MSE}_a = \left( \frac{4}{\rho} + \frac{3}{\rho^2} \right) \cdot \mathbb{E}[|s_i|^2]. \]  

\[ \text{APPENDIX B} \]

PROOF OF EQUATION (15)

First of all, we consider the simplest one-dimensional case. Suppose \( T \in \mathbb{R}^{N \times N} \) is a DCT matrix, by multiplying the DCT matrix to a vector \( b \in \mathbb{R}^{N \times 1} \), we obtain the corresponding DCT coefficients \( a = Tb \in \mathbb{R}^{N \times 1} \). Let \( \hat{a} \) be a noisy estimate of \( a \) and \( \hat{b} = T^T \hat{a} \) be the inverse DCT transform of \( \hat{a} \). Then we have

\[ \text{MSE}_a = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} (a_i - \hat{a}_i)^2 \right] \]

\[ = \frac{1}{N} \mathbb{E} \left[ (a - \hat{a})^T (a - \hat{a}) \right] \]

\[ = \frac{1}{N} \mathbb{E} \left[ (Tb - Tb)^T (Tb - Tb) \right] \]

\[ = \frac{1}{N} \mathbb{E} \left[ (b - \hat{b})^T T^T T (b - \hat{b}) \right] \]

\[ = \frac{1}{N} \mathbb{E} \left[ (b - \hat{b})^T (b - \hat{b}) \right] \]

\[ = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} (b_i - \hat{b}_i)^2 \right] \]

\[ = \text{MSE}_\hat{b}. \]  

In the above derivation, we have applied the fact that the DCT is an orthogonal transform and thus \( T^T T = I \). Therefore, the MSE does not change after 1D-DCT.

Similarly, a 2D-DCT can be decomposed into a succession of two 1D-DCTs, while a 3D-DCT can be decomposed into a succession of a 2D-DCT and a 1D-DCT [26]. For soft image and video delivery, the orthogonality nature ensures that the MSE does not change after the 3D-DCT transformation. This property provides us an easy way to measure the PSNR qualitatively.

Note that, our results only show that the average MSE for a GOP does not change after the 3D-DCT transformation. However, the MSE for different pictures in a GOP may still be different. Despite that, we can always use the GOP’s average MSE, to approximate the MSE for each picture in the GOP, because usually the PSNR for consecutive pictures in a GOP does not fluctuate dramatically.
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