Abstract—In this paper, we investigate the problem of spectrum leasing in cognitive radio (CR) networks, while incorporating two advanced physical-layer technologies, i.e., multiple-input multiple-output (MIMO) and distributed interference alignment. We present a cooperative spectrum leasing scheme for primary and secondary users to balance the tension between data transmission and revenue collection/payment. A Stackelberg game is formulated, where the primary user is the leader, and secondary users are followers. With backward induction, we derive the optimal strategies for primary and secondary users that can achieve the unique Stackelberg equilibrium, where no player can gain by a unilaterally changing strategy. We find that spectrum leasing is always beneficial to enhancing the utilities of primary and secondary users. The proposed scheme outperforms a no-spectrum-leasing scheme and a cooperative scheme presented in the literature with considerable gains, which demonstrate the benefits of spectrum leasing and distributed interference alignment and validates the efficacy of the proposed scheme.
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I. INTRODUCTION

A. Background and Motivation

Due to the tremendous increase in wireless data traffic, a usable radio spectrum is quickly being depleted. However, according to the Federal Communications Commission report [2], while some licensed bands are overcrowded, many others are underutilized. Under the traditional fixed spectrum allocation policy, when licensed users (or primary users) are not active, the channels assigned to them are wasted (termed as spectrum opportunities). Cognitive radios (CRs) are proposed as a new wireless paradigm for exploiting such spectrum opportunities, to enable flexible and efficient access to a radio spectrum [3]. In CR networks, unlicensed users (or secondary users) are allowed to access the licensed band opportunistically, whereas primary users gain by collecting revenue for spectrum leasing.

Such a CR paradigm has been shown to have high potentials for enhancing spectrum efficiency [4]. As significant advances are made in many aspects of CR research, such as spectrum sensing and dynamic spectrum access, it is also desirable to incorporate advanced physical-layer techniques into CR networks. One of such techniques is multiple-input multiple-output (MIMO), which can be used to reduce the bit error rate, transmit more packets, or strengthen the signal-to-interference-and-noise ratio. In the past decade, MIMO has evolved from a theoretic concept to a technology that can be widely used in practice [5]. It is desirable to exploit MIMO for enhanced primary and secondary transmissions.

The second physical-layer technology is interference alignment, which is a significant breakthrough that exploits interference in interference-limited wireless networks [6]. Traditionally, if interference is small, it is simply treated as background noise; if interference is large, it can be decoded first and then removed from the received signal (i.e., interference cancellation); if interference is comparable to the desired signal, we usually try to avoid it by orthogonalizing the channels or adopting a medium access control mechanism. Unlike traditional approaches, interference alignment casts interference to half of the received signal space to achieve a normalized degree of freedom (DoF) of $K/2$, where $K$ is the number of interfering users. Since an interference-free channel only has a normalized DoF of 1, substantial system throughput gain can be achieved with interference alignment when $K$ is large. For interference alignment, a strong requirement is the availability of global channel state information (CSI) at every node. To relax this requirement, distributed interference alignment is investigated, and an iterative algorithm is proposed in [7] to achieve interference alignment with local CSI.

B. Approach

In this paper, we investigate how to incorporate these two advanced physical-layer technologies, i.e., MIMO and distributed interference alignment, in CR networks. The CR network consists of a primary user and multiple secondary users, each with $N$ antennas. Time is divided into time slots of equal length with a normalized length. The primary user has some data to send and requires a certain nonzero data rate in each time slot. It also leases a spectrum to secondary users for more revenue. Secondary users pay the primary user for data transmission in the time slot [1].

A key observation is that the licensed users usually have a finite amount of data to send. After a period of high rate...
transmission, they might be interested in leasing the spectrum to unlicensed users so that revenue can be collected. On the other hand, the unlicensed users desire the opportunities for data transmission if the associated cost is acceptable. Therefore, in the formulated Stackelberg game, the primary user is the leader, and the secondary users are followers. The leader decides the division of a time slot into three phases and the selection of followers, aiming to balance its own data transmission and revenue collection by leasing a spectrum. Once the leaders’ decisions are made, a follower can choose a transmit power (and thus the corresponding data rate) based on how much it is willing to pay. We define the Stackelberg equilibrium, where neither the primary user nor any secondary user could gain by a unilateral change of strategy. We present a rigorous analysis with the backward induction method [19] and derive the unique Stackelberg equilibrium for the cooperative spectrum leasing game.

We find that the most desirable scenario for secondary users is to have only Phase III in the time slot with only three players. The strategy for the primary user depends on the number of secondary users. With more than $2N - 2$ secondary users, exactly $2N - 2$ secondary users will be selected, each having one interference-free channel, and there will be only Phase II in the time slot. With less than $2N - 2$ secondary users, all secondary users will be selected, and there will be only Phases II and III in the time slot. Therefore, spectrum leasing is always helpful in increasing the utilities of both the primary and secondary users. In the simulation study, we first compare the proposed scheme with a scheme without spectrum leasing to demonstrate the benefits of spectrum leasing. We then compare the proposed scheme with the cooperative scheme presented in [8] to demonstrate the efficacy of distributed interference alignment. Significant performance gains are achieved by the proposed scheme in these simulations.

C. Related Work

This paper is closely related to the research on CR networks. (For a general survey of CRs, see [4].) In a CR network, the primary user is either aware or unaware of the existence of secondary users. This paper falls under the first category. The primary user not only is aware of the existence of secondary users but also knows the impact of the rules on secondary-user behavior. Most of the previous work, such as [8]–[12], only considered the single-antenna case, whereas we consider multiple antennas and exploit multiplexing gain in this paper.

This paper is also related to the research on interference alignment. In [6], Cadambe and Jafar introduced the interference alignment technique. The significance of their work is that, by adopting interference alignment, the system is no longer interference limited. With symbol extension, the system could achieve a normalized DoF of $K/2$. Another important issue, i.e., the feasibility condition, was investigated in [13] for structureless generic wireless channels. For wireless channels with a structure, such as diagonal channels, our recent paper [14] investigated the application of interference alignment in multiuser orthogonal frequency-division multiplexing networks. To address the concern on the global DoF, a distributed interference alignment algorithm was proposed in [7], which only requires local CSI. In [15], interference alignment and cancelation were integrated to enhance the throughput of MIMO Wi-Fi networks. In [16], Li et al. proposed a general algorithm for the multihop mesh networks. This work was motivated by these interesting papers. However, much of the related work mainly focused on physical-layer issues. This paper considers how to adopt distributed interference alignment in a MIMO CR network with a novel Stackelberg-game-based approach.

Recent works, i.e., [17] and [18], have considered the problem of incorporating interference alignment in CR networks under the same one-primary-user–multiple-secondary-user scenario. In [17], Amir et al. characterized the achievable DoF for the secondary users and an iterative algorithm to achieve the DoF. In [18], Zhou et al. optimized both the precoding vectors and power allocation to enhance the rates of secondary users, where a gradient method is used. However, the prior work does not take into consideration the fact that the primary user has a finite amount of data to send in practice. This paper mainly considers how to use distributed interference alignment in the MIMO CR network and focuses on the case of finite demand of the primary user.

D. Organization

The remainder of this paper is organized as follows: In Section II, we introduce the preliminaries and system model. We define the Stackelberg game in Section III and derive the Stackelberg equilibrium in Section IV. Simulation results are presented in Section V. Section VI concludes this paper. The notations used in this paper are summarized in Table I.

II. PRELIMINARIES AND SYSTEM MODEL

A. MIMO and Distributed Interference Alignment

This paper is closely related to MIMO and distributed interference alignment. We briefly review the preliminaries in this section. More details can be found in [5] and [7]. (For recent developments in MIMO techniques, see [20]–[22].)

1) MIMO Capacity Basics: With the advance of antenna technology, it is now feasible to equip wireless devices with multiple antennas. In general, three types of performance gains
can be achieved with MIMO, namely, diversity gain, multiplexing gain, and antenna gain.

For a MIMO system with \( N \geq 2 \) antennas, assume that the CSI \( \mathbf{H} \) is known at the transmitter. Since the MIMO channel can be decomposed into \( d \) parallel channels, the channel capacity is given by [23]

\[
C = \sum_{i=1}^{d} \log \left( 1 + \frac{\sigma_i^2 p_i}{N_0} \right)
\]

where \( P \) denotes the total transmit power limit, \( p_i \) is the power allocated to the \( i \)th parallel channel, \( \sigma_i^2 = \lambda_i \), and \( \lambda_i \) is the \( i \)th largest eigenvalue of matrix \( \mathbf{H} \mathbf{H}^H \). Note that bandwidth is normalized throughout this paper.

In the high-SNR region, equal power allocation is shown to be suboptimal but is easier for mathematical modeling than waterfilling. When the transmit power is \( P/d \) for each parallel channel, the total capacity can be approximated as

\[
C \approx d \log(\text{SNR}) + \sum_{i=1}^{d} \log \left( \frac{\sigma_i^2}{d} \right).
\]

The second item in (2) is negligible when the SNR is high. We thus ignore this term in the following analysis.

2) Distributed Interference Alignment: The basic idea of interference alignment is to cast the interference to no more than half of the received signal space and leave the other half clean and recognizable. If there are \( K \) users, in total, \( K/2 \) normalized DoF could be achieved. The system throughput can be greatly enhanced when \( K \) is large. For \( K = 0 \) and 1, there is no interference; for \( K = 2 \), the normalized DoF is 1, which is another trivial case. Therefore, we only consider the case where the number of interfering nodes \( K \) satisfies \( K \geq 3 \). It is worth noting that, to align interference perfectly, global CSI is required at every participating node. To overcome this challenge, an iterative distributed interference alignment algorithm was proposed in [7], which only requires local CSI at each interfering node. By utilizing the reciprocity of wireless networks, it works as follows [7].

First, compute the interference covariance at each receiver. Thus

\[
\mathbf{Q}_k = \sum_{j=1,j\neq k}^{K} \frac{P_j}{d_j} \mathbf{H}_{jk} \mathbf{V}_j \mathbf{V}_j^H \mathbf{H}_{jk}^H
\]

where \( P_j \) is the total transmitting power of user \( j \), \( \mathbf{V}_j \) is the precoding matrix at transmitter \( j \), and \( \mathbf{H}_{jk} \) is the channel gain from transmitter \( j \) to receiver \( k \). Minimizing the interference leakage at each receiver, the interference cancelation matrix \( \mathbf{U}_k \) is given as

\[
\bar{u}_k = \nu_i(\mathbf{Q}_k), \quad i = 1, \ldots, d
\]

where \( \bar{u}_k \) is the \( i \)th column of \( \mathbf{U}_k \), and \( \nu_i(\mathbf{Q}_k) \) is the \( i \)th smallest eigenvalue’s corresponding eigenvector.

Then, reverse the direction of communication, and let \( \bar{\mathbf{V}}_k = \mathbf{U}_k \). The interference at the reverse link’s receiver is

\[
\bar{\mathbf{Q}}_k = \sum_{j=1,j\neq k}^{K} \frac{P_j}{d_j} \mathbf{H}_{jk} \bar{\mathbf{V}}_j \bar{\mathbf{V}}_j^H \mathbf{H}_{jk}^H.
\]

Minimizing the interference leakage at each receiver of the reverse link, the interference cancelation matrix is given as

\[
\bar{u}_k = \nu_i(\bar{\mathbf{Q}}_k), \quad i = 1, \ldots, d.
\]

Then, reverse the direction again, and let \( \mathbf{V}_k = \bar{\mathbf{U}}_k \). These steps are repeated until convergence is achieved.

The general feasibility condition for interference alignment is given by

\[
\mathbf{U}_k^H \mathbf{H}_{jk} \mathbf{V}_j = 0, \quad \text{for } j \neq k
\]

and

\[
\text{rank}(\mathbf{U}_k^H \mathbf{H}_{kk} \mathbf{V}_k) = d_k, \quad \text{for all } k.
\]

In [13], a system is called proper if it satisfies the following condition:

\[
d \leq 2N/(K+1).
\]
we consider a proper system to be feasible for distributed interference alignment.

B. System Model and Assumptions

The MIMO CR network is shown in Fig. 1. There are one primary user and \(K\) secondary users sharing the licensed spectrum, each with \(N\) antennas. We consider a time-slotted system, where each time slot is normalized to 1 unit in length and is divided into three phases, with lengths \(\alpha\beta, \alpha(1-\beta),\) and \((1-\alpha)\), respectively, for fractions \(0 \leq \alpha \leq 1\) and \(0 \leq \beta \leq 1\).

In Phase I, the primary user transmits its packets at the highest rate using MIMO, and the secondary users remain silent. The DoF for the primary user is \(d_I = N\). The achievable rate of the primary user in Phase I is

\[
R^I_p = d_I \log(\text{SNR})
\]

where SNR is assumed to be constant during a time slot.

We assume that the primary user always has a finite amount of packets to send in each time slot. After a period of high data rate transmission (with length \(\alpha\beta\)), the primary user has the incentive to lease the spectrum to secondary users to increase its utility, by collecting revenue from selected secondary users (but with a lower data rate for itself). In Phase II, the primary user and \(K \in [0, K_T]\) selected secondary users simultaneously transmit using distributed interference alignment, with a DoF of \(d_{II} = \lfloor (2N/K + 2) \rfloor\). A selected secondary user makes payments that are proportional to its transmit power (i.e., its data rate), and the primary user collects payments from all selected secondary users. The achievable rate of the primary user in Phase II is

\[
R^I_{p} = d_{II} \log(\text{SNR}).
\]

The achievable rate of secondary user \(S_i\) in Phase II is

\[
R^I_{S_i} = d_{II} \log(\text{SNR}_i)
\]

where \(\text{SNR}_i = P_i/N_0\) is the SNR for each selected secondary user, which is assumed to be constant in a time slot.

In Phase III, the primary user stops its transmission and leases the spectrum to selected secondary users, which transmit using distributed interference alignment with \(d_{III} = \lfloor (2N/K + 1) \rfloor\). In Phase III, the achievable rate of secondary user \(S_i\) is

\[
R^I_{S_i} = d_{III} \log(\text{SNR}_i).
\]

As in prior work [12], [24], we assume a common control channel for the primary user and secondary users to exchange precoding and interference cancelation matrices, weight factor information, and fractions \(\alpha\) and \(\beta\). Channel estimation is completed before data transmissions.

III. Stackelberg Game Formulation

In the MIMO CR network, the primary user decides the division of a time slot into three phases (some could be of zero length if \(\alpha\) or \(\beta\) is set to zero) and selection of secondary users, while balancing its own data transmission and revenue collection by leasing a spectrum. Once decisions are made by the primary user, a secondary user can choose a transmit power (and the corresponding data rate) based on how much it is willing to pay. Such interactions fit perfectly with the Stackelberg game model [19].

A. Stackelberg Game Formulation

Here, we formulate a Stackelberg game for the MIMO CR network with distributed interference alignment. The primary user is the leader, and the secondary users are followers. The strategy of the primary user is given by

\[
S_P = \{\alpha, \beta, K | 0 \leq \alpha \leq 1, 0 \leq \beta \leq 1, 3 \leq K \leq K_T\}
\]

where \(K_T\) is the total number of secondary users in the system.

The secondary-user strategy is to find a transmit power \(P_i\). Thus

\[
S_{S_i} = \{P_i | 0 \leq P_i \leq P_{\text{max}}\}, \quad \text{for all } i.
\]

Here, we assume that the maximum power of each secondary user is very large, i.e., \(P_{\text{max}} \geq 2w_S N/C_0\), where \(C_0\) is the unit price for secondary-user transmit power [see (16)], and \(w_S\) is the weight factor for secondary-user utility [see (17)].

The primary user transmits its data in Phases I and II and collects revenue in Phases II and III. The utility of the primary user is the sum of data transmitted and revenue collected, as

\[
U_P = w_P f_P(R_P) + \sum_{k=1}^{K} C_0 P_i
\]

where \(R_P = \alpha \beta R^I_p + \alpha(1-\beta)R^I_{p}\) is the amount of primary-user data transmitted, \(w_P\) is a weight factor, \(C_0\) is the unit price for secondary-user power, and \(f_P(x)\) is the satisfaction function of the primary user with respect to data transmission. Since the primary user always has some data to send, it requires a minimum data rate. Naturally, we choose \(f_P(x) = \ln(x)\), \(x \geq 0\). The negative value for very small \(x\) serves as a penalty that forces the primary user to achieve a minimum data rate.
From the shape of $f_P(x)$, we know that at the initial stage, the primary user is enthusiastic about data transmission. After a period of transmission, even a great increase in the data transmission can only result in a small increase in the satisfaction. Note that we assume the primary user always has some data to send in each time slot. If the primary user has no data to send, it will provide all the time and spectrum to the secondary users and merely collect revenues. This way, the primary user is in fact serving as a service provider rather than as a service user. We exclude this case in the following analysis, while focusing on the case when the primary user is also a spectrum user.

Since the primary user is rational and selfish, it aims to maximize $U_P$ by controlling the lengths of the three phases and selecting secondary users to participate in the game. By adjusting weight $w_P$, the primary users can trade off between data transmission and revenue collection. This could be related to the content type that the primary user is transmitting. If the primary user is transmitting a high-resolution video, it may assign a large number to $w_P$. That is, the primary user currently values data transmission much more than revenue collection. To maximize $U_P$, the primary user can simply set $\alpha = 1$ and $\beta = 1$ (i.e., there are no Phases II and III). If the primary user is surfing the Internet and is delay tolerant, it may assign $w_P$ a small number to make revenue collection more important for maximizing $U_P$.

Selected secondary users transmit their data during Phases II and III and make a one-time payment to the primary user in each time slot. The utility of the secondary user is given by

$$U_{S_i} = w_S f_S(R_{S_i}) - C_0 P_i$$  \hspace{1cm} (17)

where $R_{S_i} = \alpha(1 - \beta)R^f_{S_i} + (1 - \alpha)R^{III}_{S_i}$, $f_S(x)$ is the satisfaction function of the secondary user, and $w_S$ is the weight factor. As in prior work [8], we assume identical $w_S$ for all the secondary users to simplify notation. The solution could be easily extended to the case of heterogeneous $w_S$ values. Since the essence of CR is to opportunistically exploit an underutilized spectrum, we choose $f_S(x) = x$, indicating that the secondary users operate in a best effort manner. By assigning a large value to $w_S$, the secondary user cares more about its data transmission. On the contrary, if a small value is assumed for $w_S$, the secondary user is more concerned about the payment to the primary user. The weight $w_S$ allows a secondary user to trade off between data transmission and payment.

Therefore, we define a Stackelberg game, with players, their roles, strategies [see (14) and (15)], and utilities [see (16) and (17)] specified. We provide a thorough analysis of the game with respect to the existence and uniqueness of the Stackelberg equilibrium and optimal strategies in Section IV.

B. Discussion

From a secondary user’s point of view, it prefers to transmit more data while keeping the cost as low as possible. If there are fewer players, the DoF can be increased. Since the DoF is a pre-log factor [see (12) and (13)], transmitting with a larger power when the DoF is high is definitely a better choice. At the same time, since the primary user will not participate in Phase III, the DoF could be further increased with one less player in this phase. Once the one-time payment is made, the secondary users can transmit during both Phases II and III and prefer longer periods for these phases. To sum up, with the unit price fixed, the secondary users favor fewer players and longer duration of Phase II or Phase III, preferably Phase III.

As the leader, the primary user has the advantage of making a tradeoff between data transmission and revenue collection. In Phase I, the primary user’s transmission rate is high. More primary user data could be transmitted if Phase I is longer. In Phase II, the primary user could collect revenue while transmitting data, although at a lower data rate. With more secondary users selected, more players are paying the primary user, which is helpful in maximizing its utility. However, if too many secondary users are selected, the DoF for each player will also be drastically decreased. Under this situation, there is no revenue since no one could transmit, and thus, no one would pay. Therefore, $K$ should be carefully decided. In summary, the primary users’ strategy should consider the tradeoff between data transmission and revenue collection. Since in Phase II, the primary user can transmit while collecting revenue, and the choices of $\alpha$, $\beta$, and $K$ are dependent, the primary-user decision is highly complicated.

IV. PERFORMANCE ANALYSIS AND SOLUTION STRATEGY

Here, we analyze the formulated Stackelberg game to find a strategy set for the primary user and secondary users such that no one could gain by a unilateral change of strategy. Let $\vec{P}^*$ be the vector of secondary-user power and $\vec{P}^* \setminus P_i$ is a Stackelberg equilibrium of the game defined in Section III if the following conditions are satisfied:

1) $U_P(\alpha^*, \beta^*, K^*, \vec{P}^*) \geq U_P(\alpha, \beta, K, \vec{P}^*)$ for all $\alpha \in [0, 1]$, $\beta \in [0, 1]$, and $K \in [0, K^*]$. 

2) $U_{S_i}(P_i^*, \vec{P}^*_i, \alpha^*, \beta^*, K^*) \geq U_{S_i}(P_i, \vec{P}^{*\setminus i}_i, \alpha^*, \beta^*, K^*)$ for all $\alpha \in [0, 1]$, $\beta \in [0, 1]$, $K \in [0, K^*_T]$, and $i \in [1, K]$.

Using the backward induction method [19], we prove the uniqueness of the Stackelberg equilibrium and derive the unique Stackelberg equilibrium (and the optimal strategy) for the game defined in Section III in the remainder of this section.

A. Secondary-User Utility Maximization

From (17), the utility of the secondary user is given by

$$U_{S_i}(P_i) = w_S f_S(R_{S_i}) - C_0 P_i$$

\hspace{1cm} $= w_S [\alpha (1 - \beta) d_{II} \log(P_i/N_0) + (1 - \alpha) \times d_{III} \log(P_i/N_0)] - C_0 P_i$.  \hspace{1cm} (18)

To maximize its utility, the secondary user solves the following maximization problem:

$$\max_{0 \leq P_i \leq P_{max}} U_{S_i}(P_i).$$  \hspace{1cm} (19)
For given \( \alpha \) and \( \beta \), \( U_S^*(P_i) \) is a concave function of \( P_i \). Setting \( dU_S^*/dP_i = 0 \), we derive the unique maximizer of (19), which is

\[
P_i^* = \frac{w_S \alpha (1 - \beta) d_{II} + w_S (1 - \alpha) d_{III}}{C_0}.
\]  

(20)

Since \( 0 \leq \alpha \leq 1 \), \( 0 \leq \beta \leq 1 \), and \( d_{II} \leq d_{III} \leq 2N \), we have

\[
P_i^* \leq w_S d_{III} / C_0 \leq 2w_S N / C_0 \leq P_{\text{max}}
\]

(21)

indicating that the \( P_i^* \) given in (20) is a feasible solution. It follows that the maximum utility of the secondary user is

\[
U_S^* = Y \log \left( Y / [2C_0 N_0] \right), \quad i \in [1, K]
\]

(22)

where \( Y = w_S \{ (d_{III} - d_{II}) - \alpha \beta d_{III} + d_{III} \} \).

Since \( U_S^* \) is a monotonically increasing function of \( Y \) and \( d_{II} \leq d_{III} \), it can be verified that \( U_S^* \) is a monotonically decreasing function of \( \alpha \) and \( \beta \). Since \( (1 - \beta) \geq 0 \) and \( (1 - \alpha) \geq 0 \), \( U_S^* \) is a monotonically increasing function of \( d_{II} \) and \( d_{III} \). From a secondary user’s perspective, the best scenario is \( \alpha = 0 \), \( \beta = 0 \), and \( K = 3 \), i.e., the entire time slot is Phase III with the minimum number of followers. The selected secondary users enjoy the highest data rate during the entire time slot. The primary user can only collect revenue from the three secondary users. This is consistent with our conjectures in Section III-B. Note that this is the best case as only the secondary users are concerned. From later discussions, we can see that the primary user, who also tries to maximize its utility, may set the parameters in part but not completely according to the secondary users’ preference.

### B. Primary-User Utility Maximization

Given the optimal strategies of all the secondary users, we substitute \( f_P (R_P) \) and \( P_i^* \) into (16). It follows that

\[
U_P(\alpha, \beta, K) = w_P \log \left[ \alpha \beta R_P + (1 - \beta) R_P^I \right] + k_w S \left[ (1 - \beta) d_{II} + (1 - \alpha) d_{III} \right].
\]

(23)

The primary user solves the following problem to maximize its utility:

\[
\max_{0 \leq \alpha \leq 1, 0 \leq \beta \leq 1, K \leq K_T} U_P(\alpha, \beta, K, P^*).
\]

(24)

Maximization of the primary-user utility is more complicated. We examine the problem for different parameter ranges and derive the local maximizer in each range. The global optimum is found by comparing the local maximizers. This is similar to finding the maximum element in a matrix: We first find the largest element in each column; then, we compare these elements from different columns to find the largest element in the matrix. Without loss of generality, we assume that \( w_P = w_S \).

\(^2\)There are some special cases for \( w_P \) and \( w_S \). For instance, if \( w_P = \infty \), the primary user will not lease a spectrum to secondary users, which is a degenerated case. We focus on the general cases when \( w_P = w_S \).

\( a) \) Case I—When \( K_T \geq (2N - 1) \):

When \( 3 \leq K \leq (2N - 1) \), first, let us consider \( K \in [3, 2N - 1] \). \( U_P \) can be rewritten as follows:

\[
U_P = w_P \log \left( \alpha \beta N + (1 - \beta) \frac{2N}{K + 2} \right) + k_w S \left[ (1 - \beta) \frac{2N}{K + 2} + (1 - \alpha) \frac{2N}{K + 1} \right].
\]

(25)

Note that \( K \) and \( \beta \) are dependent variables. If \( \beta = 1 \), there is no Phase II. We next consider \( \beta = 1 \) and \( \beta \in [0, 1] \).

\( Case (a) - \beta = 1 \) We denote the utility of the primary user as \( U_P \) in this case, which is given by

\[
U_P = w_P \log \left( \alpha N \log (\text{SNR}) + k_w S (1 - \alpha) \right) \leq w_P \log \left( \alpha N \log (\text{SNR}) \right) + k_w S (1 - \alpha) (2N - 1).
\]

(26)

The two equalities hold true when \( K = 2N - 1 \). We then have the following optimization problem:

\[
\max_{0 \leq \alpha \leq 1} U_P(\alpha, 1, 2N - 1)
\]

(27)

where \( U_P(\alpha, 1, 2N - 1) = w_P \log \left( \alpha N \log (\text{SNR}) \right) + k_w S (2N - 1) (1 - \alpha) \). Since \( U_P \) is concave with respect to \( \alpha \), problem (27) can be solved with convex programming [25]. \( U_P \) achieves its maximum when \( \alpha = (1/2N - 1) \), and its maximum is given by

\[
U_P(1/2N - 1, 1, 2N - 1) = w_P \log \left( \frac{N}{2N - 1} \right) + k_w S (2N - 1).
\]

(28)

\( Case (b) - \beta \in [0, 1] \): Relaxing \( K \) to a continuous variable and ignoring the floor functions, we have

\[
\frac{\partial U_P}{\partial K} = w_P \left\{ \frac{2(1 - \beta)}{(K + 2)^2 \beta + 2(K + 2)(1 - \beta)} \right. \\
+ \left. \frac{4N \alpha (1 - \beta)}{(K + 2)^2} + \frac{2N (1 - \alpha)}{(K + 1)^2} \right\}.
\]

The first item is irrelevant to \( \alpha \), whereas the last two items are linear in \( \alpha \). If for both \( \alpha = 0 \) and \( \alpha = 1 \), \( \partial U_P / \partial K \geq 0 \) holds true for any \( \beta \), then for any \( 0 \leq \alpha \leq 1 \) and \( 0 \leq \beta < 1 \), \( \partial U_P / \partial K \geq 0 \).

We prove this conjecture as follows. When \( \alpha = 0 \), we have

\[
\frac{\partial U_P}{\partial K} = \frac{2N w_P}{(K + 1)^2} - \left( \frac{w_P}{K + 2} \right) \frac{2(1 - \beta)}{\beta + 2} \geq \frac{2N w_P}{(K + 1)^2} - \frac{w_P}{K + 2} \geq \frac{w_P}{K + 2} \geq \frac{1}{K + 2} \geq 0.
\]

The first inequality occurs because \( \beta \geq 0 \), such that \( (2(1 - \beta) / \beta K + 2) \leq 1 \). The second inequality is due to the fact that \( 2N \geq (K + 1) \).
When \( \alpha = 1 \), we have
\[
\frac{\partial U_P}{\partial K} = w_P \left( \frac{1 - \beta}{(K + 2)^2} \left[ 4N - (K + 2) \right] \right)
\geq w_P \left( \frac{1 - \beta}{(K + 2)^2} \left[ 4N - (K + 2) \right] \right) \geq 0.
\]
The first inequality is due to \( \beta \geq 0 \), such that \( (2/\beta K + 2) \leq 1 \).
The second inequality is due to the fact that \( 2N \geq (K + 1) \).

Therefore, if we treat \( K \) as a continuous variable and ignore the floor functions, \( U_P \) is a monotonically increasing function of \( K \). To maximize \( U_P \), we should have \( K = 2N - 1 \). Now, consider \( K \) as an integer and take the floor functions into account. We show that we should have \( K = 2N - 2 \) in this case.

If \( K = 2N - 1 \), denote the utility of the primary user in this case as \( U_P^1 \). Since \( [(2N/K + 2)] = 0 \) and \( [(2N/K + 1)] = 1 \), we have
\[
U_P^1 = w_P \log \left( \frac{\alpha \beta N \log(\text{SNR})}{\alpha} \right) + w_S \left( 2N - 1 \alpha \right).
\]
It can be verified that \( U_P^1 \) is an increasing function of \( \beta \) for \( \beta \in [0, 1] \). Thus, we have \( U_P^1 < U_P^0 \). It follows that
\[
U_P^0 \leq U_P^1.
\]

Given (30), we no longer need to examine the maximization of \( U_P^1 \). \( K = 2N - 1 \) can be discarded for \( \beta \in [0, 1] \).

As a matter of fact, we could see from later discussion that \( \max_{\alpha, \beta} U_P(\alpha, \beta, 2N - 1) = \max_{\alpha, \beta} U_P(\alpha, \beta, 2N - 2) \).

Since \( K = 2N - 1 \) is excluded, we only need to consider \( K \leq 2N - 2 \). Rewrite (29) as
\[
U_P = w_P \log \left( \frac{\alpha \beta N \log(\text{SNR})}{\alpha} \right) + w_S \left( 2N - 1 \alpha \right) + w_P \log \left( \frac{\alpha \beta N \log(\text{SNR})}{\alpha} \right).
\]

Defining \( f_1(K) = \log \left( \frac{\alpha \beta N \log(\text{SNR})}{\alpha} \right) \) and \( f_2(K) = K' \left[ \frac{(2N/K + 2)}{K' + 2} \right] + (1 - \alpha) \left[ \frac{(2N/K + 2)}{K' + 2} \right] \), we have the following Lemma for \( f_2(K) \).

Lemma 1: arg max \( K \in [3, 2N - 2] \) \( f_2(K) = 2N - 2 \).

Proof: For the first item in \( f_2(K) \), we have
\[
K \left[ \frac{2N}{K + 2} \right] = K \left[ \frac{2N}{K + 2} \right] = K \left[ \frac{2N}{K + 2} \right] = 2N - 2.
\]
The equalities hold true only for \( 2N - 2 \). For the second item in \( f_2(K) \), if there is no constraint on \( K \), \( K' \left[ \frac{(2N/K + 1)}{K' + 1} \right] = 0 \) for \( K' > 2N - 1 \). For \( K' < 2N - 1 \), we have
\[
K \left[ \frac{2N}{K + 1} \right] = K \left[ \frac{2N}{K + 1} \right] = K \left[ \frac{2N}{K + 1} \right] = 2N - 1.
\]
The equalities hold true only for \( 2N - 1 \). When the constraint \( K \leq 2N - 2 \) is enforced, if \( K = 2N - 2 \), \( K \left[ \frac{(2N/K + 1)}{K' + 1} \right] = 2N - 2 \). Since \( K \left[ \frac{(2N/K + 1)}{K' + 1} \right] \) can only be integers, and \( 2N - 2 \) is only less than \( 2N - 1 \), \( 2N - 2 \) is the largest number we can have for \( K \left[ \frac{(2N/K + 1)}{K' + 1} \right] \) when \( K \leq 2N - 2 \).

Since both \( K \left[ \frac{(2N/K + 1)}{K' + 1} \right] \) and \( K \left[ \frac{(2N/K + 1)}{K' + 1} \right] \) are maximized at \( K = 2N - 2 \), \( f_2(K) \) attains its maximum at \( K = 2N - 2 \).

Proof: For \( K' = (N - 2, 2N - 2) \), we have \( \max_{\alpha, \beta} U_P(\alpha, \beta, K') < U_P(\alpha, \beta, 2N - 2) \).

Lemma 2: For \( K' = (N - 2, 2N - 2) \), \( U_P(\alpha, \beta, K') < U_P(\alpha, \beta, 2N - 2) \).

Proof: For \( K' = (N - 2, 2N - 2) \), we always have \( [2N/K'] + 1 = 1 \). When \( K = 2N - 2 \), \( [2N/K'] + 1 = 1 \). Thus, \( f_2(K') = f_2(2N - 2) \). On the other hand, \( K' \left[ \frac{(2N/K' + 1)}{K' + 1} \right] < (2N - 2) \left[ \frac{(2N/(2N) + 2)}{2N/(2N) + 2} \right] \). For \( K' = (N - 2, 2N - 2) \), it can be verified that \( K' \left[ \frac{(2N/K' + 1)}{K' + 1} \right] \leq (2N - 2) \left[ \frac{(2N/(2N) + 1)}{2N/(2N) + 1} \right] \) for \( N \geq 2 \). We thus have \( f_2(K') < f_2(2N - 2) \). Summing up \( f_1(K) \) and \( f_2(K) \), we have \( U_P(\alpha, \beta, K') < U_P(\alpha, \beta, 2N - 2) \).

The insight from Lemma 2 is that if \( 2N \) is not divisible by \( K + 2 \), this \( K \) value is not useful for the optimization and can be safely discarded. We have the following corollary.

**Corollary 2.1:** Assume \( 2N \) is divisible by \( (K_1 + 2), (K_2 + 2), \ldots, (K_n + 2), \) and \( K_1 > K_2 > \cdots > K_n \), for any \( K'' \in (K_2, K_1), \ldots, (K_n, K_{n-1}) \), we have
\[
U_P(\alpha, \beta, K'') < U_P(\alpha, \beta, K_{i-1}), \quad \forall i = 2, \ldots, n.
\]

According to Corollary 2.1, to find the value of \( K \) that maximizes \( U_P \), we only need to consider the \( K \) values such that \( 2N \) is divisible by \( K + 2 \).

Lemma 3: If \( K_0 = N - 2 \) is feasible, it follows that \( U_P(\alpha, \beta, 2N - 2) > U_P(\alpha, \beta, N - 2) \).

Proof: \( K_0 = N - 2 \) is feasible if \( K_0 \geq 3 \). It follows that \( N \geq 5 \) in this case. Therefore, we have
\[
\frac{2N}{K_0 + 1} = \frac{2N}{N - 1} = 2 + \frac{2}{N - 1} = 2.
\]

It follows that
\[
U_P(2N - 2) - U_P(N - 2) \approx w_P \left[ \log \left( \frac{N \beta \beta + (1 - \beta)}{N \beta \beta + (1 - \beta)} \right) + 2(1 - \alpha) \right] \geq w_P \left[ \log \left( \frac{N \beta \beta + (1 - \beta)}{N \beta \beta + (1 - \beta)} \right) + 2(1 - \beta) \right].
\]
The inequality is because \( U_P(2N - 2) - U_P(N - 2) \) is a monotonically decreasing function of \( \alpha \). For \( \beta = 0 \), \( U_P(2N - 2) - U_P(N - 2) = w_P[2 - \ln(2)] > 0 \). For \( \beta \in (0, 1) \), define \( f_3(N) = \log(\beta \beta + (1 - \beta)) + 2(1 - \beta) \) and treat \( N \) as a continuous variable. We have
\[
\frac{\partial f_3(N)}{\partial N} = \frac{\beta}{N \beta \beta + (1 - \beta)} - \frac{\beta}{N \beta \beta + (1 - \beta)} > 0,
\]
which indicates that \( f_3(N) \) is a strictly monotonically increasing function of \( N \). Since, currently, \( N \geq 5 \), we have \( f_3(N) > f_3(1) = -\ln(2 - \beta) \). That is
\[
U_P(2N - 2) - U_P(N - 2) > w_P \left[ \ln(-\ln(2 - \beta) + 2(1 - \beta)) \right].
\]
Define \( f_4(\beta) = -\ln(2-\beta) + 2(1-\beta) \). Since \((\partial^2 f_4/\partial \beta^2)\) = \((1/(2-\beta)^3) > 0\), \( f_4(\beta) \) is a convex function. The domain \((\{\beta \in (0, 1)\})\) is also a convex set. Suppose \( \beta \) can be equal to 0 and 1. Solving the following problem:

\[
\min_{\alpha \leq \beta \leq 1} -\ln(2-\beta) + 2(1-\beta)
\]

we have \( \min_{\alpha \leq \beta \leq 1} f_4(\beta) = 0 \), and the minimum is achieved at \( \beta = 1 \). We conclude that \( f_4(\beta) > 0 \) for \( \beta \in (0, 1) \).

It follows that \( U_P(\alpha, \beta, 2N - 2) - U_P(\alpha, \beta, N - 2) > w_P[f_3(N) + 2(1-\beta)] > w_P[f_3(1) + 2(1-\beta)] > 0 \). The proof is completed.

**Lemma 4:** Consider \( K_1, K_2, \ldots, K_n \), such that \( 2N \) is divisible by \( K_1 + 2, K_2 + 2, \ldots, K_n + 2 \), and if \( (2N/K_1 + 2) = 3, (2N/K_2 + 2) = 4, \ldots, (2N/K_n + 2) = N \), it follows that \( U_P(\alpha, \beta, 2N - 2) > U_P(\alpha, \beta, K_i) \), \( i = 1, \ldots, n \).

**Proof:** For \( K_1 \), we have

\[
U_P(N - 2) - U_P(K_1) = w_P \left[ \ln \left( \frac{N\beta + 2(1-\beta)}{N\beta + 3(1-\beta)} \right) + 2(1-\alpha\beta) \right]
\]

\[
> w_P \left[ \ln \left( \frac{N\beta + 2(1-\beta)}{N\beta + 3(1-\beta)} \right) + 2(1-\beta) \right] > 0.
\]

The first inequality is due to the fact that \( U_P(N - 2) - U_P(K_1) \) is a monotonically decreasing function of \( \alpha \). The second inequality is due to \( \ln(N\beta + 2(1-\beta)/N\beta + 3(1-\beta)) > \ln(N\beta + (1-\beta)/N\beta + 2(1-\beta)) \) for \( \beta \in [0, 1] \), and the last inequality is proved in Lemma 3.

Thus, we have

\[
U_P(2N - 2) > U_P(N - 2) > U_P(K_1).
\]

For \( K_2 \), we have

\[
U_P(K_1) - U_P(K_2) = w_P \left[ \ln \left( \frac{N\beta + 3(1-\beta)}{N\beta + 4(1-\beta)} \right) + 2(1-\beta) \right] > 0.
\]

Repeat the given steps for \( K_3, \ldots, K_n \). The proof is completed.

**Theorem 1:** When \( K > 2N - 1 \), \( 3 \leq K \leq 2N - 1 \), and \( 0 \leq \beta < 1 \), \( U_P \) is maximized when \( K = 2N - 2 \).

**Proof:** We have shown in Lemma 3 that if \( K_0 \) exists, \( U_P(2N - 2) > U_P(K_0) \). We have also shown in Lemma 4 that if \( K_i \), \( i = 1, \ldots, n \), exists, \( U_P(2N - 2) > U_P(K_i) \). In addition, considering Corollary 2.1, \( K = 2N - 2 \) is the maximizer.

Substitute \( K = 2N - 2 \) into (31), we have

\[
U_P(2N - 2) = w_P \{ \ln [\alpha \log(\text{SNR})] (N\beta + (1-\beta))] + w_S(2N - (2 - 1-\alpha\beta))\}
\]

We next divide the range of \( \alpha \) into three ranges and examine each of them in the following.

**Case (a)\( - \alpha \in [0, 1/2N]:\)** Denoting the utility of the primary user in this case as \( U_P^{3} \), we have

\[
\frac{\partial U_P^3}{\partial \beta} = w_P \left[ \frac{N - 1}{N\beta + 1 - (N - 1)} - w_S(2N - 2) \right] \alpha 
\]

\[
\geq w_P \left[ \frac{N - 1}{(N - 1)/\beta + 1 - (N - 1)} \right] = 0.
\]

The first inequality occurs because \((\partial U_P^3/\partial \beta)\) is a monotonically decreasing function of \( \alpha \) and the second inequality is due to \( \beta < 1 \). Hence, \( U_P \) is a monotonically increasing function of \( \beta \). For \( \alpha \in (1, (2N)/1) \), we have \( U_P^3 < w_P \ln[N \log(\text{SNR})] + w_S(2N - 2)(1 - (1/2) < U_P^3 \leq U_P^0 \).

This case can be safely discarded.

**Case (b)\( - \alpha \in [(1/2, 1]):\)** Denoting the utility of the primary user in this case as \( U_P^{3} \), we have

\[
\frac{\partial U_P^3}{\partial \beta} = w_P \left[ \frac{N - 1}{N\beta + 1 - (N - 1)} \right] \leq 0.
\]

The first inequality occurs because \((\partial U_P^3/\partial \beta)\) is a monotonically decreasing function of \( \alpha \) and the second inequality is due to \( \beta \geq 0 \). Hence, \( U_P \) is a nonincreasing function of \( \beta \). Letting \( \beta = 0 \), we have the following maximization problem:

\[
\max_{\frac{1}{2} \leq \alpha \leq 1} U_P^3 = w_P \ln(\alpha \log(\text{SNR})) + w_S(2N - 2).
\]

Since \( U_P^3 \) is now a monotonically increasing function of \( \alpha \), letting \( \alpha = 1 \), we have

\[
U_P^3(1, 0, 2N - 2) = w_P \ln(\log(\text{SNR})) + w_S(2N - 2).
\]

For \( N \geq 2 \), we have \( U_P^3 \geq U_P^0 = w_P \ln(2N - 1/N) > 0 \).

Recall that \( U_P^1 < U_P^0 \), as previously stated. It follows that \( U_P^1 < U_P^3 \). The case of \( K = 2N - 1 \) can be also safely discarded.

**Case (c)\( - \alpha \in ((1/2N), (1/2)):\)** Denoting the utility of the primary user in this case as \( U_P^4 \), \( U_P^4 \) is concave function of \( \beta \). Letting \( (\partial U_P^4/\partial \beta) = 0 \), we have \( \hat{\beta} = (1/2\alpha - 1)/(1/2N) \).

Since \( \alpha > (1/2N), \hat{\beta} < 1 \). Since \( \alpha < (1/2), \beta > 0 \). Hence, \( \hat{\beta} = (1/2\alpha - 1)/(1/2N - 1) \) is feasible. Substitute \( \hat{\beta} \) into \( U_P^4 \), we have

\[
U_P^4 = w_P \left[ \frac{1}{2} \log(\text{SNR}) \right] + w_S(2N + 2\alpha - 3).
\]

Since \( U_P^4 \) is a monotonically increasing function of \( \alpha \), \( U_P^4 < w_S(1/2) \log(\text{SNR}) + w_S(2n - 2) < U_P^0 < U_P^3 \). Therefore, we have the following lemma.
Lemma 5: For $K_T \geq 2N - 1$ and $K \leq 2N - 1$, $U_P$ achieves its maximum when $\alpha = 1, \beta = 0, K = 2N - 2$, and the maximum value is given by (34).

1) When $K > (2N - 1)$: For $K > 2N - 1$, we always have $\lceil(2N/K + 2)\rceil = 0$ and $\lceil(2N/K + 1)\rceil = 0$. Denote the utility of the primary user in this case as $U_P^6$, we have

$$U_P^6 = w_P \ln \left( N \alpha \beta \log(\text{SNR}) \right).$$

Obviously, $U_P^6$ is a monotonically increasing function of $\alpha$ and $\beta$. Hence, the maximum is achieved when $\alpha = 1$ and $\beta = 1$. Thus

$$U_P^6 = w_P \ln \left( N \log(\text{SNR}) \right).$$

(35)

Note that under this condition, there are no Phases II and III.

Comparing $U_P^6$ with $U_P^3$, we have

$$U_P^3 - U_P^6 = - w_P \ln(N) + w_S(2N - 2) > w_P \lceil(2N - 2) - N\rceil \geq 0.$$  

(36)

The first inequality is due to $\ln(x) < x$ for $x > 0$, and the second inequality is due to $N \geq 2$. Therefore, $U_P^3 > U_P^6$. The implication of (36) is that leasing a spectrum to secondary users is helpful in maximizing the utility of the primary user.3

Compared with Lemma 5, we summarize the given analysis as a lemma as follows.

Lemma 6: For $K_T \geq 2N - 1$, $U_P$ achieves its maximum when $\alpha = 1, \beta = 0, K = 2N - 2$, and the maximum of $U_P$ is given in (34).

2) Case II—When $K_T = (2N - 2)$: It can be readily concluded that the conclusion given in Section IV-B1 still holds. Hence, we finally have the following theorem.

Theorem 2: When $K_T \geq 2N - 2$, $U_P$ is maximized when $\alpha = 1, \beta = 0, K = 2N - 2$, and the maximum of $U_P$ is given in (34).

Note that when $K = 2N - 2$, $d_{III} = 1$, $d_{II} = 1$. Theorem 2 indicates that when there are plenty of secondary users, to maximize the primary user’s utility, we should select $2N - 2$ out of them so that each of the selected secondary user can have exactly one interference-free channel. Since $\alpha = 1$ and $\beta = 0$, there is no Phase I and Phase III. To maximize the primary-user utility, there is no need for the primary user to use MIMO transmission alone. Transmitting data with distributed interference alignment while collecting revenue from spectrum leasing is the best strategy for the primary user.

3) Case III—When $3 \leq K_T \leq (2N - 3)$: Here, we consider the case when $3 \leq K_T \leq 2N - 3$. Hence, the number of antennas must satisfy $2N - 3 \geq 3$, which indicates that $N \geq 3$.

For simplicity, we assume that $2N$ is divisible by both $K_T + 2$ and $K_T + 1$. That is, $\lceil(2N/K_T + 2)\rceil = (2N/K_T + 2)$, and $\lceil(2N/K_T + 1)\rceil = (2N/K_T + 1)$. Using similar arguments as in Section IV-B1, to maximize $U_P$, we should let $K = K_T$.

Given the strategies of all the secondary users, the primary user tries to maximize its own utility by solving the following problem:

$$\max_{0 \leq \alpha \leq 1, 0 \leq \beta \leq 1} U_P^6(\alpha, \beta).$$  

(37)

Plug in $K_T$ and $P_i^*$, we have

$$U_P(\alpha, \beta) = w_P \ln \left\{ \alpha \left[ \beta \left( R_P^I + R_P^{II} \right) \right] \right\} + K_T w_S \left\{ (1 - \beta) d_{II} - d_{III} \right\}.$$  

(38)

We also assume that $w_P = w_S$. To find the maximum, we divide the $\alpha$-axis into three adjacent intervals: $[0, (1/2N)]$, $[(1/2N), (K_T + 2/4N)]$ and $[(K_T + 2/4N), 1]$. Note that for $K_T \geq 3, (1/2N) < (K_T + 2/4N)$.

Case (a)—$0 \leq \alpha \leq (1/2N)$: Denote the utility of the primary user as $U_P^5$, we have

$$\frac{\partial U_P^5}{\partial \beta} = \frac{R_P^{II} - R_P^{II}^f}{\beta R_P^I + (1 - \beta) R_P^{II}} - K_T w_S d_{III}$$

$$\geq w_P \left[ \frac{d_I - d_{II}}{d_I} - K_T \alpha d_{III} \right]$$

$$= w_P \left[ \frac{K_T}{K_T + 2} - K_T \alpha \frac{2N}{K_T + 2} \right] \geq 0$$  

(39)

where the first inequality is due to $\max_{\beta \in [0, 1]} \beta d_{II} + (1 - \beta) d_{III} = d_{II}$, and the second inequality is due to $\alpha \leq (1/2N)$.

Hence, for $0 \leq \alpha \leq (1/2N)$, $U_P(\alpha, \beta)$ is a monotonically increasing function of $\beta$. That is, $U_P(\alpha, \beta) \leq U_P(\alpha, 1)$. To maximize the utility, the primary user solves the following problem:

$$\max_{0 \leq \alpha \leq 1} U_P^6(\alpha, 1) = w_P \ln \left( \alpha R_P^I \right) + K_T w_S (1 - \alpha) d_{III}.$$  

(40)

Using convex programming, it can be found that $U_P$ achieves its maximum when $\alpha = (1/2N)$. Moreover, the maximum value is

$$U_P^6 \left( \frac{1}{2N}, 1 \right) = w_P \ln \left( \frac{R_P^I}{2N} \right) + K_T w_S \left( \frac{2N - 1}{2N} \right) d_{III}$$

$$= w_P \left( \frac{\ln(\text{SNR})}{2N} \right) + K_T w_S \left( \frac{2N - 1}{K_T + 1} \right).$$  

(41)

Case (b)—$(K_T + 2/4N) \leq \alpha \leq 1$: Denote the utility of the primary user as $U_P^6$, we have

$$\frac{\partial U_P^6}{\partial \beta} = w_P \left[ \frac{d_I - d_{II}}{\beta d_{II} + (1 - \beta) d_{III} - K_T \alpha d_{II}} \right]$$

$$\leq w_P \left[ \frac{d_I - d_{II}}{d_{II} - K_T \alpha d_{II}} \right]$$

$$= w_P \left[ \frac{K_T}{2} - K_T \alpha \frac{2N}{K_T + 2} \right] \leq 0$$  

(42)

where the first inequality is due to $\min_{\beta \in [0, 1]} \beta d_{II} + (1 - \beta) d_{III} = d_{III}$, and the last inequality is due to $\alpha \geq (K_T + 2/4N)$.
Thus, for $(K_T + 2/4N) \leq \alpha \leq 1$, $U_P^7(\alpha, \beta)$ is a monotonically decreasing function of $\beta$, which indicates that $U_P^7(\alpha, \beta) \geq U_P^7(\alpha, 0)$. To maximize utility, the primary user solves the following problem:

$$
\max_{K_T w_S, \alpha \leq 1} U_P(\alpha, 0) = w_P \ln(\alpha R^I_P) + K_T w_S (\alpha d_{II} + (1 - \alpha)d_{II}).
$$

Using convex programming, it can be found that $U_P^7$ achieves its maximum when $\alpha = ((K_T + 1)(K_T + 2)/2N K_T)$. Notice that, since we assume that $2N$ is divisible by both $K_T + 1$ and $K_T + 2$, $((K_T + 1)(K_T + 2)/2N K_T) \leq 1$. That is, $\alpha = ((K_T + 1)(K_T + 2)/2N K_T) < 1$. On the other hand, $((K_T + 1)(K_T + 2)/2N K_T) > (K_T + 2/4N)$; hence, $((K_T + 1)(K_T + 2)/2N K_T)$ is a feasible point. The maximum value is given by

$$
U_P^7 \left( \frac{(K_T + 1)(K_T + 2)}{2N K_T}, 0 \right) = w_P \ln \left( \frac{\log(\text{SNR})}{K_T + 1} \right) + K_T w_S \left( \frac{2N}{K_T + 1} - \frac{1}{K_T} \right).
$$

Case (c)—$(1/2N) \leq \alpha \leq (K_T + 2/4N)$: Denote the utility of the primary user as $U_P^8$. For any fixed $\alpha$, $U_P^8$ is a concave function with respect to $\beta$. We could maximize $U_P^8$ by first maximizing it with respect to $\beta$ and then with respect to $\alpha$. We have

$$
\frac{\partial U_P^8}{\partial \beta} = \frac{w_P - R_I - R_{II}}{\beta R_I + (1 - \beta) R_{II}} - K_T w_S \alpha d_{II}.
$$

Setting $(\partial U_P^8/\partial \beta) = 0$ results in

$$
\beta = \frac{1}{K_T \alpha d_{II}} - \frac{d_{II}}{d_{II} - d_{II}}.
$$

Since $\alpha \geq (1/2N)$, $\beta \leq (1/K_T (2N/K_T + 2)(1/2N)) - ((2N/K_T + 2)/N - (2N/K_T + 2)) = 1$; $\alpha = (K_T + 2/4N)$, $\beta \geq (1/K_T (2N/K_T + 2)(K_T + 2/4N)) - (2/K_T) = 0$. Hence, the value of $\beta$ given by (46) is a feasible point. Under this condition, we have

$$
U_P^8 = w_P \ln \left( \frac{w_P (R^I_P - R_{II}^I)}{K_T w_S d_{II}} \right) + K_T w_S
$$

$$
\times \left\{ (d_{II} - \frac{w_P}{K_T w_S} + \frac{2}{(1 + \frac{R_{II}^I}{R_I - R_{II}})} d_{II} - d_{II}) \right\}
$$

$$
= w_P \ln \left( \frac{\log(\text{SNR})}{2} \right) + \frac{K_T (4N - 1)}{2(K_T + 1)} + w_P \ln \left( \frac{\log(\text{SNR})}{2} \right) + \frac{K_T (4N - 1)}{2(K_T + 1)}.
$$

It can be readily concluded that $U_P^8 \leq U_P^7$, we only need to compare $U_P^7$ with $U_P^8$, then we could find the maximum value of $U_P$. We have

$$
U_P^7 - U_P^8 = w_P \ln \left( \frac{2 + \frac{K_T}{2}}{K_T} \right) - \frac{1}{2} - \frac{1}{2(K_T + 1)}.
$$

Denote $f_5(K_T) = \ln(2(K_T + 1/K_T)) - (K_T + 2/2(K_T + 1))$. Consider $K_T$ as a continuous variable, we have

$$
\frac{\partial f_5}{\partial K_T} = -\frac{(K_T + 2)}{2K_T (K_T + 1)^2} < 0.
$$

Hence, $f_5(K_T)$ is a monotonically decreasing function of $K_T$, which means that $f_5(K_T) > f_5(\infty)$. Therefore, we have

$$
U_P^7 - U_P^8 > w_P \ln \left( \frac{1}{2} \right) = 0.193 > 0.
$$

Since $U_P^7 > U_P^6$ and $U_P^7 > U_P^8$, we readily have the following theorem.

**Theorem 3**: For $3 \leq K_T \leq 2N - 3$, $U_P$ achieves its maximum when $\alpha = ((K_T + 1)(K_T + 2)/2N K_T)$, $\beta = 0$, $K = K_T$, and the maximum of $U_P$ is given by (44).

It would still be interesting to compare $U_P^7$ with $U_P^5$ for which there is no spectrum leasing. We have

$$
U_P^7 - U_P^5 = w_P \ln \left( \frac{K_T + 1}{K_T} \right) + 2N \frac{K_T}{K_T + 1} - 1 - \ln(N)
$$

$$
> w_P \frac{2N}{K_T + 1} - 1 - \ln(N)
$$

$$
> w_P \frac{3}{2} N - 1 - \ln(N) > w_P \left( \frac{1}{2} N - 1 \right) > 0
$$

where the first inequality is due to $\ln(1 + x) > 0$ for $x > 0$, the second inequality is because $(K_T/K_T + 1)$ is a monotonically increasing function of $K_T$, the third inequality is due to $\ln(x) < x$ for $x > 0$, and the last inequality is due to $N \geq 3$.

This indicates that even with an insufficient number of secondary users, leasing a spectrum to the secondary users is still beneficial for the primary user to increase its utility.

**C. Unique Stackelberg Equilibrium**

We now summarize the analysis in Section IV-A and B. The unique Stackelberg equilibrium of the game defined in Section III is given in the following theorem.

**Theorem 4**: The unique Stackelberg equilibrium is given by

$$
(\alpha^*, \beta^*, K^*) = \begin{cases}
(1, 0, 2N - 2), & \text{if } K_T \geq 2N - 2 \\
\left( \frac{(K_T + 1)(K_T + 2)}{2N K_T}, 0, K_T \right), & \text{if } 3 \leq K_T \leq 2N - 3
\end{cases}
$$

$$
P_i^* = w_S \alpha (d_{II} - d_{II}^*) + w_S(1 - \alpha^*) d_{II}^* / C_0, \text{ for all } i.
$$

Since we can rewrite (54) as $P_i^* = w_S \alpha (d_{II} - d_{II}^*) + \alpha \beta d_{II} + d_{II}^* / C_0$ and $d_{II} \geq d_{II}^*$, $P_i^*$ is a monotonically
A decreasing function of \( \alpha \) and \( \beta \). On the other hand, \( P^*_w \) is a monotonically increasing function of \( d_{11} \) and \( d_{111} \), indicating that \( P^*_w \) is a monotonically decreasing function of \( K \). The secondary users will adjust their transmitter power in light of \( \alpha \), \( \beta \), and \( K \). The best scenario for them is \( \alpha = 0 \), \( \beta = 0 \), and \( K = 3 \), for which there is only Phase III with the fewest players.

Knowing the optimal strategies of the secondary users, the primary user will set \( \alpha = 1 \), \( \beta = 0 \), and \( K = 2N - 2 \) when there is a sufficient number of secondary users. Each selected secondary user has exactly one interference-free channel, and there is only Phase II in the time slot. In this case, the primary user can collect as much revenue as possible while keeping a relatively low-rate data transmission. The secondary users’ claim is satisfied in part. If there are not as many secondary users as needed, the primary user will set the parameters carefully according to (53). Under this condition, the primary user selects all the secondary users, discards Phase I, and makes a tradeoff between Phase II and Phase III according to how many secondary users are there in the system.

V. SIMULATION STUDY

Simulations are conducted to validate the performance of the proposed scheme. We first compare the proposed scheme with a scheme without spectrum leasing to demonstrate the benefits of spectrum leasing. We then compare the proposed scheme with the cooperative scheme presented in [8] to demonstrate the efficacy of MIMO and distributed interference alignment.

A. With or Without Spectrum Leasing

We first consider the case when there is a sufficient number of secondary users, i.e., \( K_T \geq 2N - 2 \), since in many real-world applications, there are usually more secondary users than the number of antennas at each node. In Fig. 2, we plot the primary-user utility \( U^*_P \) versus the number of antennas \( N \) and SNR. In the simulation, the weight factors are \( w_P = w_S = 0.8 \). The noise spectral density is \( N_0 = 0.1 \). The unit price is \( C_0 = 0.001 \). Note that the maximum utility of the primary user without spectrum leasing is given in (35). It is shown in Fig. 2 that there is a huge gap between the proposed scheme and the scheme without spectrum leasing. Note that the utility increase due to SNR is less obvious than that due to \( N \), since the impact of SNR is diminished by the logarithm functions in (10) and (11). This clearly indicates that under the same setting, leasing a spectrum to secondary users can greatly improve the primary-user utility. In addition, note that, from (36), the utility of the proposed scheme is strictly larger than that of no spectrum leasing, for any feasible values of \( w_P \), \( N \), and SNR.

In Fig. 3, we examine the impact of weight \( w_P \) on the primary-user utility \( U^*_P \). We plot the results with or without spectrum leasing and for \( N = 2 \), 4, and 6. It can be seen that when \( w_P \) is increased, the gap between the proposed scheme and the scheme without spectrum leasing becomes larger. Although with increased \( w_P \), the primary user emphasizes more on data transmission, the revenue is still increased at a higher speed with spectrum leasing. The gap also becomes larger when the number of antennas for each node is increased. This is also because the revenue increases faster with spectrum leasing than the no-leasing scheme as \( N \) is increased.

We then consider the case of an insufficient number of secondary users. In the simulation, there are \( K_T = 3 \) secondary users. The number of antennas is \( N = 20 \). We plot the primary-user utility for the proposed scheme and the no-spectrum-leasing scheme in Fig. 4. There is also a big gain achieved by the proposed scheme. This is consistent with our previous discussions. In this case, the primary user should still lease its spectrum to secondary users to maximize its own utility.

B. With or Without Distributed MIMO and Distributed Interference Alignment

Next, we compare our proposed scheme with the cooperative scheme in [8]. To make fair comparisons, replace the satisfaction function \( f_P(R_P) = (1/1 + e^{-\alpha(R_P - R_0)}) \) in [8] with \( f_P(R_P) = \ln(R_P) \). We first derive an upper bound of the utility of the primary user (denoted by \( U^*_P \)) in [8] using our notation and then compare our proposed scheme with the upper bound. Thus

\[
U^*_P = w_P \ln(R_P) + \frac{w_S(1 - \alpha)(K - 1)}{\sum \left( \frac{1}{R_{i_S}} \right)}
\]
where \( R_P = \min \{ \alpha \beta R_{PS}, \alpha(1 - \beta) R_{SP} \} \), \( R_{PS} = \log(1 + (\min | h_{PS}^j|^2P/N_0)) \), \( R_{SP} = \log(1 + (\min | h_{SP}^j|^2P/N_0)) + \sum \min | h_{SP}^j|^2P/N_0 \), \( R_S_i = \log(1 + (|h_{S_i}^j|^2P/N_0)) \), and all the \( h_i \)'s are channel states. Since

\[
R_P = \min \{ \alpha \beta R_{PS}, \alpha(1 - \beta) R_{SP} \} \\
\leq \alpha \frac{R_{PS} + R_{SP}}{R_{PS} + R_{SP}} \leq \alpha R_{PS} \leq \alpha \log \left( 1 + \frac{P}{N_0} \right),
\]

(56)

It follows from (55) and (56) that \( U_P^g < w_P \ln[\alpha \log(1 + \text{SNR}) + (w_S(1 - \alpha)(K - 1)/K) \log(1 + \text{SNR})] \). Denote \( f_\alpha(\alpha) = \ln[\alpha \log(1 + \text{SNR}) + ((1 - \alpha)(K - 1)/K) \log(1 + \text{SNR})] \). For SNR \( \geq 3 \), \( f_\alpha(\alpha) \) is maximized at \( \alpha = (K - 1)/K \log(1 + \text{SNR}) \). Since we consider a high-SNR region, the condition of SNR \( \geq 3 \) is easily satisfied. Plugging in \( \alpha \), we have

\[
U_P^g < w_P \ln \left( \frac{K}{K - 1} \right) + w_S \left[ \frac{K - 1}{K} \log(1 + \text{SNR}) - 1 \right]
\]

(57)

indicating that the utility of the cooperative scheme is upper bounded by \( w_P \ln(K/K - 1) + w_S[(K - 1/K) \log(1 + \text{SNR}) - 1] \).

In Fig. 5, we plot the simulation results for the proposed scheme, the cooperative scheme, and the no-spectrum-leasing scheme. Recall that in [8], all the primary user and secondary users are equipped with a single antenna. To make fair comparisons, we choose \( K \), which is the number of secondary users selected, as the variable in the simulation. In the simulations, since the number of antennas must satisfy \( \lfloor (2N/K + 2) \rfloor \geq 1 \), as the value of \( K \) varies, we set \( N = \lfloor (K + 2)/2 \rfloor \). Hence, we are actually comparing the lower bound of our proposed scheme with the upper bound of the cooperative scheme. It is shown in Fig. 5 that both spectrum leasing schemes outperform the no-spectrum-leasing scheme. Furthermore, the proposed scheme outperforms the cooperative scheme with considerable gains. Such gains justify the efficacy of MIMO and distributed interference alignment, which greatly enhances the overall system capacity.

Finally, we compare the proposed scheme with the cooperative scheme in [8] in terms of aggregate secondary-user utility and average secondary-user utility. We first derive an upper bound for the secondary-user utility in [8] and then compare it with the second-user utility achieved with the proposed scheme with an identical number of selected secondary users and identical transmission power. Note that, under the scenario of no spectrum leasing, the secondary-user utility is always 0. Therefore, we do not include this case in the comparison.

From Theorem 4, we obtain the maximum utility for each secondary user and the aggregate maximum utility for all the secondary users as

\[
\begin{align*}
U_{S_Avg}(c_i) &= w_S \log \left( \frac{w_S}{2c_iN_0} \right) \\
U_{S_Agg}(c) &= K w_S \log \left( \frac{w_S}{2cN_0} \right).
\end{align*}
\]

(58)

The utility for each secondary user in [8] is given by

\[
\max_{c_i} u_i(c_i) = \max_{c_i} \left\{ \frac{w_S(1 - \alpha)c_i R_i}{\sum_j c_j} - c_i \right\}
\]

(59)

where \( R_i = \log(1 + (|h_{S_i}^j|^2P_S/N_0)) \). Since we assume perfect channel and consider a high SNR, \( R_i \approx R = \log(P_S/N_0) \). The maximum is achieved at

\[
c_i^* = w_S(1 - \alpha)(K - 1) \left[ \sum_j \frac{1}{R_j} - \frac{K}{R_i} \right] \left( \sum_j \frac{1}{R_j} \right)^{-2}
\]

(60)

Lettng \( X_i = (K - 1)/\sum_j(1/R_j) - (K - 1/R_i)/\sum_j(1/R_j)^2 \), we have \( c_i^* = w_S(1 - \alpha)X_i \). The maximum aggregate secondary-user utility denoted by \( U_{S_Agg}^{c*} \) is derived as follows:

\[
U_{S_Agg}^{c*} = \sum_i u_i(c_i^*) \leq w_S \left[ \sum_i \frac{X_i R_i}{X_i} - \sum_i X_i \right]
\]

\[
< w_S \sum_i \frac{X_i R_i}{X_i} \approx w_S R = w_S \log \left( \frac{P_S}{N_0} \right)
\]

(61)

where the first inequality is due to \( 0 \leq \alpha \leq 1 \), and the second inequality is due to \( X_i > 0 \).
We propose a three-phase cooperative spectrum leasing scheme with distributed interference alignment. The system was modeled as a Stackelberg game. With backward induction, we derived the unique Stackelberg equilibrium. Through rigorous analysis, we found the best strategies for the primary user and secondary users under a broad range of conditions and parameters and discussed practical implications. We also found that leasing a spectrum to secondary users is always helpful in enhancing the primary-user utility. Simulation results demonstrated that the proposed scheme outperformed a no-spectrum-leasing scheme and a cooperative scheme from prior work. For future work, it would be interesting to implement the proposed scheme in a programmable wireless platform and test its performance in a practical setting.

VI. CONCLUSION

In this paper, we have investigated the behaviors of the primary user and secondary users in a MIMO CR network. We proposed a three-phase cooperative spectrum leasing scheme with distributed interference alignment. The system was modeled as a Stackelberg game. With backward induction, we derived the unique Stackelberg equilibrium. Through rigorous analysis, we found the best strategies for the primary user and secondary users under a broad range of conditions and parameters and discussed practical implications. We also found that leasing a spectrum to secondary users is always helpful in enhancing the primary-user utility. Simulation results demonstrated that the proposed scheme outperformed a no-spectrum-leasing scheme and a cooperative scheme from prior work. For future work, it would be interesting to implement the proposed scheme in a programmable wireless platform and test its performance in a practical setting.
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