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Abstract—Deep learning (DL) has been recognized as an effective solution for automatic modulation classification (AMC). However, most recent DL based AMC works are based on real-valued operations and representations. In this correspondence, we aim to demonstrate the high potential of complex-valued networks for AMC. We present the design of several key building blocks for complex-valued networks, such as complex convolution, complex batch-normalization, complex weight initialization, and complex dense strategies. We then provide a comparison study of three different neural network models and their complex-valued counterparts using the RadioML 2016.10A dataset. Our results validate the superior performance in AMC achieved by the complex-valued networks.

Index Terms—Automatic modulation classification, deep learning, complex-valued networks.

I. INTRODUCTION

Automatic modulation classification (AMC) is a classical problem in modern wireless communications. AMC is to understand and label the radio spectrum under non-cooperative communication scenarios, which will greatly facilitate radio fault detection, spectrum interference monitoring, and dynamic spectrum access [1]–[3]. Vehicular networks aim to provide sustainable and reliable communications for smart vehicles. The vehicle-to-vehicle (V2V) communication in vehicular networks was standardized in the form of an amendment to the IEEE 802.11 standard. AMC is one of the most important parts for link adaption (LA) [4], which is widely applied into vehicle-to-vehicle networks [5] or vehicle-to-grid networks [6]. At present, the high-data rates and the explosive increase of wireless communications data make it challenging to achieve precise classification by traditional algorithms. To this end, deep learning (DL) provides a highly promising solution for handling the raw, high dimensional wireless data, rather than extracting hand-crafted and specialized features.

Recent research advances have made significant progress in designing and applying framework for wireless communications [7]–[19]. For example, O’Shea et al. in [20] proposed the first modulation classification dataset, which is somewhat comparable to the canonical MNIST dataset. In order to make full use of DL’s capacity as in the computer vision field, Peng et al. in [21] exploited colored constellation diagrams to represent digital signals and AlexNet to precisely recognize them. Hu et al. in [22] proposed a multiple recurrent neural network for AMC. Their experiment result showed that the proposed RNN-based classifier was robust to uncertain noise conditions. To deal with the varying input dimensions, Meng et al. in [23] proposed a novel two-step training procedure and used transfer learning to improve the efficiency of retraining. Then, Wang et al. in [24] combined two convolutional neural networks (CNNs) trained on different datasets to achieve higher AMC accuracy. Recently, Tu et al. in [25] also utilized semi-supervised learning generative adversarial networks to conduct semi-supervised learning on AMC, where dataset is incompletely labeled. Despite the relatively rich literature on application of DL in communications, there are only few examples considering complex-valued representation of signal attributes.

It is well-know that the amount of information present in the phase of a signal is sufficient to recover the majority of the information encoded in its magnitude [26]. Most communication models favor a complex-valued signal to represent its magnitude and phase information. However, complex-valued deep neural networks for wireless communications have been largely ignored since complex valued operations are not yet mature enough for practical use [1]. Therefore, researchers often use an ordered pair of real-valued numbers to represent I/Q data and design various architectures for this data format [1, 20, 23, 27].

In this correspondence, our motivation to exploit complex-valued networks for AMC is twofold. First, the real and imaginary parts of the signal are dependent on each other under any change in phase due to the shift effect. A real-valued model will deem the real and imaginary parts of the signal as independent, while a complex-valued model will consider the correlation between the signal’s real and imaginary parts. Second, as pointed in [28], magnitude and phase are important to the learning objective, so it make sense to employ a complex-valued model. Representing a univariate complex parameter rather than two bivariate real parameters, we have a solution space with fewer degrees of freedom, which is easily interpreted in terms of magnitude and phase. In order to fully harvest the high potential of complex representations, our contributions in this correspondence are summarized as follows:

1) present a general formulation of the building blocks of complex-valued deep neural networks.
2) conduct a comparison study of complex-valued and real-valued models using the RadioML 2016.10A dataset.
3) demonstrate the superior performance of complex-valued models through our experimental study and discuss future works in this area.

The remainder of this paper is organized as follows. Section II presents the design of complex neural network building blocks. In Section III, we design several different network architectures and our experimental comparison of complex-valued and real-valued networks for AMC. Finally, conclusions and future work are presented in Section IV.

II. COMPLEX NEURAL NETWORK BUILDING BLOCKS

In this section, we present the implementation of the complex-valued building blocks of the complex neural network, including the complex convolution block, complex batch normalization, complex dense block and complex weight initialization.

A. Complex Convolutional Layer

To simulate complex arithmetic using real-valued arithmetic internally, we set the first half feature maps to represent the real components and the second half feature maps to represent the imaginary parts. We define a complex filter weight matrix \( W = A + iB \) and a complex vector \( \vec{s} = x + iy \) to represent the I/Q signal. Convolving the complex vector by the filter we obtain:

\[
W \ast \vec{s} = (A \ast x - B \ast y) + i(B \ast x + A \ast y).
\]  

This process is illustrated in Fig. 1.

We then obtain the real part and the imaginary part of the convolution result as:

\[
\text{Real}(W \ast \vec{s}) = (A \ast x - B \ast y)
\]  

\[
\text{Imag}(W \ast \vec{s}) = (A \ast y + B \ast x).
\]

B. Complex Batch Normalization

Batch Normalization is an essential technique to optimize the DL model [29]. The real-valued batch normalization layer can be formulated as:

\[
BN(\vec{x}) = \gamma \cdot \frac{\vec{x} - \mathbb{E}(\vec{x})}{\sqrt{\text{Var}(\vec{x}) + \epsilon}} + \beta,
\]

where \( \mathbb{E}(\vec{x}) \) and \( \text{Var}(\vec{x}) \) are the mean and variance of the output of mini-batch data, respectively; \( \gamma \) and \( \beta \) are trainable parameters, and \( \epsilon \) is a minimum value to prevent denominators from being zero. However, batch normalization applies only to real values in prior work. For complex-valued neural network, complex batch normalization [28] will firstly obtain 0-centered data as in (5).

\[
\vec{x}_0 = \vec{x} - \mathbb{E}[\vec{x}].
\]

We then multiply (5) by the inverse square root of the 2x2 covariance matrix to obtain the normalized complex vector.

\[
\vec{x} = (V)^{-\frac{1}{2}}(\vec{x} - \mathbb{E}[\vec{x}]),
\]

where the covariance matrix \( V \) is:

\[
V = \begin{pmatrix}
\text{Cov}(\text{Real}(\vec{x}), \text{Real}(\vec{x})) & \text{Cov}(\text{Real}(\vec{x}), \text{Imag}(\vec{x})) \\
\text{Cov}(\text{Imag}(\vec{x}), \text{Real}(\vec{x})) & \text{Cov}(\text{Imag}(\vec{x}), \text{Imag}(\vec{x}))
\end{pmatrix}.
\]

As batch normalization for real values, we also set the learnable shift parameter \( \vec{\beta} \) and scaling parameter \( \gamma \) for complex batch normalization. Scaling parameter \( \gamma \) is given by:

\[
\gamma = \begin{pmatrix}
\gamma_{rr} & \gamma_{ri} \\
\gamma_{ri} & \gamma_{ii}
\end{pmatrix}.
\]

The real part and imaginary part of the shift parameter \( \vec{\beta} \) and \( \gamma_{ri} \) in the scaling parameter \( \gamma \) will be initialized to zero, while \( \gamma_{rr} \) and \( \gamma_{ii} \) in the scaling parameter \( \gamma \) will be initialized to \( \frac{1}{\sqrt{2}} \). The initialization will satisfy a modulus of 1 for the variance of the normalized value [28].

C. Complex Dense Layer

The dense layer often serves as the classifier in DNN. To make full use of the complex-valued statistical information, we also present a mechanism, named Complex Dense Layer, to accept complex-valued feature while computing complex-valued classification results. We define a complex dense vector weight \( W = A + iB \) and a complex vector \( \vec{s} = x + iy \) to represent complex-valued input. Similar to the complex convolutional operation, we have:

\[
W \ast \vec{s} = (A \cdot x - B \cdot y) + i(B \cdot x + A \cdot y),
\]

where \( (\cdot) \) denotes the dot product. The overall process is depicted in Fig. 2.
In this section, we present a comparison study between the real-valued model and complex-valued model. We will first present the dataset used in our experiments. We will then introduce our proposed deep signal network (DSN) model, the model from [20], [23], and their complex-valued counterparts. The real-valued model has double-input-terminal and will take I/Q waveform data as its input. Finally we will present our experimental results.

A. Dataset

In this paper, we choose the RadioML 2016.10A [20] dataset for our experiments. RadioML 2016.10A is a synthetic dataset generated with GNU Radio. It consists of 11 modulations (8 digital and 3 analog) at various signal-to-noise ratios (SNR). In every category, there are 1,000 samples of modulated signals. To model the real communication scenario, this dataset includes a number of desired effects such as random processes for the center frequency offset, sample rate offset, additive white Gaussian noise, multi-path, and fading, respectively. In our experiments, we choose 8,800 I/Q data samples as the training dataset (denoted by “trainset”) and 2,200 I/Q data samples as the test dataset (denoted by “testset”) per SNR level. It is ensured that the selection of examples is random and that the classes are balanced. Each of the 11 classes of modulated signal will have 800 randomly selected samples in the trainset and 200 remaining samples in the testset. The SNR ranges from -20 dB to 18 dB.

B. Network Architecture

1) Deep Signal Network: We propose a deep signal network (DSN) for AMC. DSN has four convolution units, each comprised of one convolutional layer, followed by one batch normalization layer and one average pooling layer. The next classification layer consisted of two fully-connected layers, with 2,048 and 11 neurons, respectively. The rectified linear unit (ReLU) is selected as the activation function for all the layers except the last fully connected layer, where Softmax is used to obtain the probability distribution matrix of the last layer. The DSN model and each layer’s output shape are depicted in Fig. 3.

The complex-valued Deep Signal Network has the same architecture as DSN, but the convolutional layer and the dense layer are replaced by the complex convolutional layer and complex dense layer, respectively.

2) DrCNN: DrCNN [23] has six layers (two convolution layers and four fully connected layers), as shown in Fig. 4. The parametric rectified linear unit (PReLU) is selected as the activation function for all the layers except the last fully connected layer, where Softmax is used to obtain the probability distribution matrix of the last layer. Different from the CNN model proposed in [30], where the maximum pooling operation is applied, a dropout layer (rather than a pooling operation) follows every convolutional layer instead. Dropout replaces the pooling operation in this model because the pooling operation involves down-sampling, which can result in loss of signal characteristics, while dropout will not neglect important features of the signal. In addition, pooling is applied for dimensionality reduction to accelerate computation and avoid overfitting when the network size is large. Dropout also helps to avoid overfitting.

The complex-valued DrCNN has the same architecture as DrCNN, but the convolutional layer and the dense layer are replaced by the complex convolutional layer and the complex dense layer, respectively. The architecture and each layer’s output shape of DrCNN are illustrated in Fig. 4.

3) VTCNN2: VTCNN2 [20] is a 4-layer network utilizing two convolutional layers and two dense fully connected layers. All the layers use the ReLU activation function except that

Fig. 2. The complex-valued dense layer.

D. Complex Weight Initialization

It is well known that proper initialization for neural network is vital in reducing the risks of vanishing or exploding gradients. To accomplish this, we follow the same steps as in [28], where a complex weight can be represented as:

\[ W = \text{Real}(W) + i\text{Imag}(W). \]  

(10)

In the case when \( W \) is symmetrically distributed around 0, the variance of \( W \) can be estimated from a Rayleigh distribution’s single parameter \( \sigma \) [28]. According to [28], we initialize the complex weight magnitude \( W \) from a Rayleigh distribution, with an expectation parameter 0 and variance parameter \( 2\sigma^2 \). The parameter \( \sigma \) will be set differently according to different neural network architecture.

III. EXPERIMENTAL VALIDATION

In this section, we present a comparison study between the real-valued model and complex-valued model. We will first present the dataset used in our experiments. We will then introduce our proposed deep signal network (DSN) model, the model from [20], [23], and their complex-valued counterparts. The real-valued model has double-input-terminal and will take I/Q waveform data as its input. Finally we will present our experimental results.
C. Experiment Results

After training the models with the trainset and test the trained models with the testset, we obtain the results as presented in Fig. 5. We can make the following observations.

1) Each complex-valued model performance is better than that of the corresponding real-valued models.
2) At relative higher SNRs (0 ~ 18 dB), DSN performs around 10% better than RSN, complex-valued DrCNN2 performs about 1 ~ 3% better than real-valued DrCNN2, and complex-valued VTCNN2 performs around 3 ~ 6% better than real-valued VTCNN2.
3) At relative lower SNR (−20 ~ 0 dB), we can see that DSN, complex-valued DrCNN2, and complex-valued VTCNN2 start to extract useful features from the I/Q waveforms at −18, −16, and −14 dB, respectively, while their real-valued counterparts start to learn useful features at −16, −8, −6 dB, respectively. This indicates that complex-valued operations can help the neural network extract correct statistical information than real-valued operations.
4) Our proposed model, i.e., the complex-valued DSN, outperforms both DrCNN2 and VTCNN2, as well as its complex-valued counterpart. Therefore, we believe the complex-valued DSN will be a good choice for AMC.
5) As has been mention in [28], a complex multiplication is 4 times more expensive than its real counterpart if they have the same parameters. We set the half real-valued neural network parameter amount to the complex-valued neural network. Therefore, the complex-valued neural network in this paper is about twice more expensive than its real counterpart.

We conjecture that the reason behind this phenomenon is that complex-valued networks can effectively detect and extract the correlation between real and imaginary parts of the signal. Moreover, a complex-valued model provides a more constrained system than that based on real numbers.

IV. Conclusions

Complex neural networks have existed for some time, in the research community. In this paper, we proposed to apply complex neural networks for AMC. We presented the key building blocks in complex valued neural networks, such as the complex convolutional layer, complex batch normalization, complex weight initialization, and complex dense layer. Through experiments, we demonstrated that the complex-valued network outperforms its real-valued counterpart in AMC. To the best of our knowledge, this is the first work on applying complex neural networks to solving the AMC problem. We believe that complex neural training have been proposed for a while, but received few attend inference of deep models is an emerging and exciting field of machine learning for signal processing, e.g., MIMO systems, radio signal analysis, etc.

However, we also found that complex-valued model has a higher computational complexity, since it computes the correlation information between input real and imaginary parts.
and layer weight's real and imaginary parts. So it is a challenge to deploy a complex-valued neural network at edge devices with limited computational capabilities and storage. Fortunately, the neural network compression technique provides a solution to alleviate the computation and storage burden without sacrificing much accuracy. We will explore effective neural network compression techniques for complex-valued networks in our future.
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