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Abstract—In this paper, we investigate the problem of frame design, resource allocation, and user association in a massive MIMO heterogeneous network (HetNet) with wireless backhaul (WB) and linear processing. The objective is to maximize the sum downlink rate of all users, subject to constraints on data rate of WB and fairness-aware constraints. Such a problem is formulated as an integer programming problem with both coupled variables and coupled constraints. We first develop a centralized scheme in which we decompose the original problem into two subproblems and iteratively solve them until convergence to achieve a near-optimal solution. We then propose a distributed scheme by formulating a repeated game among all users and prove that the game converges to a Nash Equilibrium (NE). Simulation studies show that the proposed schemes are adaptive to different network scenarios and traffic patterns, and achieve considerable gains over several benchmark schemes.
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I. INTRODUCTION

With the fast growing popularity of smart mobile devices and the explosion of data-intensive services, the wireless system is expected to provide a 1000x mobile data rate in the near future. To support such high data rate with limited spectrum, aggressive spectrum reuse must be realized to achieve high spectral efficiency. To this end, massive MIMO (Multiple Input Multiple Output) and small cell are recognized as two key technologies for emerging 5G wireless systems [2]. Massive MIMO refers to a cellular system with more than 100 antennas equipped at the base station (BS), which serves multiple users with the same time-frequency resource [3]. A massive MIMO system can dramatically improve the energy and spectral efficiency compared to traditional wireless systems due to high efficient spatial multiplexing [4]–[6]. Small cell deployment, which forms a heterogeneous network (HetNet), is another efficient approach to enhance spectral efficiency. Due to the short transmission range, high signal to noise ratio (SNR) and dense spectrum reuse can be achieved, resulting in significantly improved network capacity.

As an integration of these two techniques, massive MIMO HetNet has drawn considerable attention recently [7]–[11], where the macrocell BS (MBS) is equipped with massive MIMO. In a massive MIMO HetNet, the MBS is equipped with a large number of antennas. The MBS and small cell BS’s (SBS) collectively serve users in the cell. With such a network architecture, the MBS with massive MIMO can provide a good quality of service (QoS) to users located in the coverage holes of SBS’s. Moreover, the SBS’s can offload some traffic from the MBS so that the overhead and complexity of processing at MBS can be reduced, resulting in performance enhancement of users that are still served by the MBS.

With the expected massive deployment of small cells, connecting all SBS’s to the core network directly with dedicated optical fiber may not be feasible due to significantly increased cost. Alternatively, the SBS’s can be connected to the core network by transmitting data to the MBS through backhaul links. In this case, the design of backhaul system is an important issue of a HetNet. Although a massive MIMO HetNet can provide high data rate links between users and BS’s, the transmissions between MBS and SBS’s may become the bottleneck of the network. Without a reliable backhaul, the aggregated data rates of small cell user equipments (SUE) would be limited by the data rate of the backhaul link. For services with stringent delay requirements, the QoS of users may become unacceptable or even causing outages.

Most existing works have considered wired backhaul between SBS’s and MBS, since a wired connection can support high data rate and it is more reliable in general. However, in a HetNet with large number of SBS’s, wired connections to each SBS may not be cost-effective or even may be infeasible due to practical constraints. Moreover, the wired backhaul deployment may be highly inefficient when the wireless service provider needs to upgrade or extend the network. Thus, the wireless backhaul (WB) has the potential to play an increasingly important role in 5G networks due to its easy and fast deployment, flexibility, and low cost [12]–[14]. In fact, WB in a massive MIMO HetNet can be quite reliable with proper configurations, especially when massive MIMO are applied with linear processing techniques. From
the perspective of an MBS, supporting a WB transmission is equivalent to serving a macrocell user equipment (MUE). With linear processing, e.g., maximum ratio combination (MRC) and maximum ratio transmission (MRT), the reception and precoding are based on linear functions of channel response matrices. When the number of antennas goes to infinity, the inner products of channel vectors of different links grow at a lower rate than that of the number of antennas, the interference between different WBs or MUEs can be averaged out [3]. Thus, the MBS can provide high data rate links to multiple WBs with simple linear processing techniques.

The use of WB in massive MIMO HetNet has drawn some attentions recently [15]–[18]. In [15], a joint user association and bandwidth allocation scheme was proposed to maximize the downlink sum logarithmic data rate in a massive MIMO HetNet with zero-forcing (ZF) at MBS. A comparison of three WB deployment strategies are presented in [16], namely complete time division duplex, zero division duplex, and zero division duplex with interference rejection. An analytical framework based on stochastic geometry was presented in [17] to study the WB performance in a massive MIMO HetNet with full-duplex small cells, and a closed-form expression of coverage probability was derived. In [18], the network architecture and feasibility issues of WB on the mmWave band were investigated in a dense HetNet with massive MIMO.

Although these works presented several highly efficient approaches, optimal frame design on pilots, i.e., the number of symbols used for pilots in each frame, has not been considered. Here, a frame is defined as a time-frequency resource block and the size of each frame is determined by the coherence time and coherence frequency of all UEs. In each frame, a certain fraction of time is dedicated to pilots, the remaining time for data transmission is small, resulting in a low data rate. When the pilot length is large, more time is spent on channel estimation at MBS, and a large number of MUEs and WBs can be supported. Moreover, the MUEs and WBs can be allocated with more channels since there is enough time to estimate all these channels. However, as a large fraction of time is dedicated to pilots, the remaining time for data transmission is small, resulting in a low data rate. When the pilot length is small, the fraction of time for data is increased, but the MUEs and WBs are allocated with less number of channels, which limits the data rates of MUEs and WBs. With a small data rate for WBs, the aggregated data rates of SUEs are limited, resulting in a poor performance.

In this paper, we investigate the problem of joint frame design, resource allocation, and user association to maximize the downlink sum rate of all users under the WB and fairness constraints. We develop efficient centralized and distributed schemes to obtain the near-optimal solutions to the formulated problem. The main contributions of this paper are as follows.

- We propose a centralized iterative algorithm. The original problem is decomposed into two subproblems and we iteratively solve them until convergence. The first problem is joint pilot length optimization and resource allocation for MUEs and WBs, and we employ a primal decomposition approach to obtain its optimal solution. The second problem is user association, and we obtain its near-optimal solution with a cutting plane approach. An iterative framework is designed to update the parameters of the two subproblems in each iteration to minimize the performance gap between the two problems and guarantee that all constraints are satisfied.
- We propose a distributed scheme by formulating a repeated game among all users, and prove that the game converges to a Nash Equilibrium (NE).
- The performances of the proposed schemes are compared with several benchmark schemes. The simulation results show that performance gains can be as much as more than 100% under certain circumstances.

In the remainder of this paper, we present the system model and problem formulation in Section II. The centralized and distributed schemes are presented in Sections III and IV, respectively. We discuss our simulation study in Section V. Section VII concludes this paper.

II. Problem Formulation

We consider a noncooperative multi-cellular system with focus on a tagged macrocell (denoted as macrocell 0). Macrocell 0 is a two-tier HetNet consisting of an MBS with massive MIMO (indexed by \( j = 0 \)) and \( J \) single-antenna SBS’s (indexed by \( j = 1, 2, \ldots, J \)). The payload data of SUEs is transmitted to the core network via WBs between the MBS and SBS’s. Then, the reversed time division duplex (RTDD) scheme is a natural choice for the MBS and SBS’s [15]. With RTDD, the uplink and downlink transmissions of MBS and SBS’s are performed in a reversed pattern, so that an SBS can transmit uplink data to (receive downlink data from) the MBS, and transmit downlink data to (receive uplink data from) SUEs simultaneously. The RTDD scheme is easy to implement in a practical system since it does not require interference cancellation at SBS’s. There are \( K \) single-antenna mobile users (indexed by \( k = 1, 2, \ldots, K \)). Each user can be served by either the MBS or an SBS. We define binary variables for user association as

\[
x_{k,j} = \begin{cases} 
1, & \text{user } k \text{ is associated with BS } j \\
0, & \text{otherwise,}
\end{cases}
\]

\( k = 1, 2, \ldots, K, \ j = 0, 1, \ldots, J. \) \quad (1)

The spectrum band owned by the wireless service provider (WSP) is divided into \( N \) channels, and the bandwidth of each channel is defined to be the coherence bandwidth of massive MIMO terminals [21]. We assume the MBS adopts linear processing schemes with MRC at receiver and MRT at transmitter [3], [19]. From the point of view of MBS,
a WB is equivalent to a user to be served. Thus, we can take advantage of the favorable properties of massive MIMO by serving all MUEs and WBs on a same set of channels. This way, they can be put into the beamforming groups on these channels. Due to the law of large numbers, the interference between any two links in a beamforming group can be averaged out. From the perspective of an SBS, a WB is also equivalent to a user to be served. However, since the SBS’s are assumed to be equipped with single antenna, they cannot perform interference mitigation in the spatial domain or self-interference cancelation. Hence, orthogonal resources must be assigned between WBs and SUEs to avoid mutual interference. Consequently, we assume that a proportion of $\alpha$ of the whole bandwidth is allocated to WBs and MUEs, and the rest $(1 - \alpha)$ is allocated to SUEs. Note that $\alpha$ needs to be consistent across all macrocells to avoid cross-tier interference, and it is predetermined by the service provider.

We assume both the bandwidth of each frame and the bandwidth of a channel equal to the coherence bandwidth of all MUEs and WBs, given as $W_c$. Then, each frame corresponds to a specific interval on a channel. The duration of a frame is $T_c$ seconds, which equals to the coherence time of all MUEs and WBs. Thus, the channel gains are constant in a frame and each frame can be viewed as a coherence block. The interval of a symbol is $T_s$ seconds, which consists of $T_u$ seconds for useful symbols and $T_g = T_s - T_u$ seconds for guard interval. Let $\Delta_f$ be the spacing of subcarriers, then $T_u$ is given as $T_u = 1/\Delta_f$. Within a coherence bandwidth, there are $W_c/\Delta_f$ subcarriers. Hence, the channel response is constant over $N_{sm} = W_c/\Delta_f$ consecutive subcarriers in each symbol. Let $\tau$ be the pilot length, i.e., the number of OFDM symbols dedicated for pilots in each frame. Then, the number of terminals that can be supported in each frame is $\tau N_{sm}$. Therefore, the total number of MUEs and WBs that can be served by the MBS on each channel within the interval of a frame is upper bounded by $\tau N_{sm}$.

Given the available spectrum band for MUEs and WBs, we define the following resource allocation indicators

$$a_{k,n} \doteq \begin{cases} 1, & \text{channel } n \text{ is allocated to MUE } k \\ 0, & \text{otherwise} \end{cases}, \quad k = 1, 2, \ldots, K, \ n = 1, \ldots, \alpha N. \quad (2)$$

$$b_{j,n} \doteq \begin{cases} 1, & \text{channel } n \text{ is allocated to SBS } j' \text{ 's WB} \\ 0, & \text{otherwise} \end{cases}, \quad j = 1, 2, \ldots, J, \ n = 1, \ldots, \alpha N. \quad (3)$$

According to our analysis, we have

$$\sum_{k=1}^{K} a_{k,n} + \sum_{j=1}^{J} b_{j,n} \leq \tau N_{sm}, \ n = 1, \ldots, \alpha N. \quad (4)$$

In a massive MIMO system, the effects of fast fading and noise vanish as the number of antennas goes to infinity; the only possible interference comes from the UEs that share the same pilot sequence [3]. Thus, the only factor that limits the performance of a massive MIMO system with linear processing is pilot contamination. For user $k$ connecting to the MBS in macrocell 0, let macrocell $l$ be the neighboring macrocell(s) that uses the same pilot sequence as user $k$. The downlink signal to interference ratio (SIR) of user $k$ when it connects to the MBS in the tagged macrocell, $\gamma_{k,0}$, is

$$\gamma_{k,0} = \frac{\beta_{k,0}^2}{\sum_{l \neq 0} \beta_{k,l}^2}, \quad (5)$$

where $\beta_{k,0}$ is the factor accounting for the propagation loss and shadowing effects between the MBS and user $k$, and $\beta_{k,l}$ accounts for the propagation loss and shadowing factor between user $k$ and the MBS in macrocell $l$. When neighboring macrocells use different values of $\tau$, an MBS receives not only the pilot signals of users from other cells, but also uplink data signals from other cells. As analyzed in [19], the non-orthogonal uplink data signals also contaminate the channel estimation of other cells, and the resulting interference is a random variable bounded by the interference caused by pilot signals. Hence, we use (5) as a worst-case approximation in case the SIR cannot be measured by the MBS due to technical limits. When the values of $\tau$ are close to each other in different macrocells, such approximation would be highly reliable. Due to the mobility of users, we assume that $\gamma_{k,0}$ is updated with a period of $T$ seconds.

The data rate of user $k$ is given by [3]

$$R_{k,0} = \sum_{n=1}^{\alpha N} a_{k,n} \left( 1 - \frac{T_p}{T_c} \right) \left( \frac{T_u}{T_s} \right) \log \left( 1 + \gamma_{k,0} \right), \quad (6)$$

where $T_p$ is the time spent to transmit pilot for one user and $T_p = T_c$. Due to channel reciprocity of the TDD mode, the CSI is acquired by the MBS using uplink pilots. Then, $\gamma_{k,0}$ and $R_{k,0}$ can be obtained by the MBS.

Similarly, let $\gamma_j$ be the downlink SIR of WB between the MBS and SBS $j$, it is given by

$$\gamma_j = \frac{\beta_{j,0}^2}{\sum_{l \neq 0} \beta_{j,l}^2}, \quad (7)$$

where $\beta_{j,0}$ is the factor accounts for the propagation loss and shadowing effects between the MBS and SBS $j$, and $\beta_{j,l}$ is the propagation loss and shadowing factor between SBS $j$ and the MBS in macrocell $l$.

The data rate of the WB for SBS $j$ is then given as

$$C_j = \sum_{n=1}^{\alpha N} b_{j,n} \left( 1 - \frac{T_p}{T_c} \right) \left( \frac{T_u}{T_s} \right) \log \left( 1 + \gamma_j \right). \quad (8)$$

We assume that the time interval for uplink pilots of MUEs and WBs are used to send control information from SBS’s to SUEs, including CSI, power and channel schedule of SUEs. We also assume that equal resource allocation is applied to SUEs served by the same SBS so that proportional fairness can be achieved [15]. Let $\gamma_{k,j}$ be the average signal to noise plus interference ratio (SINR) of user $k$ connecting to SBS $j$
over a time period. The achievable data rate is given as
\[ R_{k,j} = \left(1 - \frac{T_p}{T_c}\right) \left( T_u \sum_{k=1}^{K} \frac{1 - \alpha N}{\sum_{K=1}^{K} x_{k,j}} \log \left(1 + \gamma_{k,j}\right)\right). \] (9)

We assume that the powers of SBS’s and SUEs are adjusted to proper values so that the interference between different small cell users are controlled at an acceptable level. Unlike the MBS with massive MIMO, the effect of fast fading exists on the channel between an SUE and an SBS, resulting in frequently varying CSI. Therefore, it is infeasible to use the instantaneous CSI for scheduling purposes. To this end, \( \gamma_{k,j} \) is based on the time-averaged CSI measured by the SBS over \( T \) seconds in the previous period, and it is updated every \( T \) seconds.

We aim to maximize the sum rate of a massive MIMO HetNet. Let \( x, a, \) and \( b \) denote the matrices of \( \{x_{k,j}\}, \{a_{k,n}\}, \) and \( \{b_{j,n}\}, \) respectively. The problem is formulated as
\[
P1: \max_{\{x,a,b,T\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} R_{k,j} \tag{10}
\]
subject to:
\[
\sum_{j=0}^{J} x_{k,j} \leq 1, \quad k = 1, 2, \ldots, K \tag{11}
\]
\[
\sum_{j=0}^{J} x_{k,j} \leq b_{j,n} \leq \tau N_{sm}, \quad n = 1, \ldots, \alpha N \tag{12}
\]
\[
\sum_{n=1}^{\alpha N} a_{k,n} \leq E_{k}, \quad k = 1, 2, \ldots, K \tag{13}
\]
\[
\sum_{n=1}^{\alpha N} b_{j,n} \leq F_{j}, \quad j = 1, 2, \ldots, J \tag{14}
\]
\[
\sum_{k=1}^{K} x_{k,j} R_{k,j} \leq C_{j}, \quad j = 1, 2, \ldots, J \tag{15}
\]
\[
\tau \leq \tau_{\text{max}}, \quad \tau \in \mathbb{N}^+ \tag{16}
\]
\[
a_{k,n} \in \{0, 1\}, \quad b_{j,n} \in \{0, 1\}, \quad x_{k,j} \in \{0, 1\}, \quad n = 1, \ldots, \alpha N, \quad k = 1, \ldots, K, \quad j = 0, \ldots, J. \tag{17}
\]

In problem P1, constraint (11) is because each user can connect to at most one BS. We enforce an upper bound on the number of users that can be served by each BS in (12) to guarantee the QoS of users. Constraint (13) is directly from (4). By enforcing an upper bound on the number of channels that can be accessed by user \( k \), constraint (14) is to guarantee fairness among the MUEs. Without such constraint, MUEs with high SIRs would be allocated with more channels than those with low SIRs, resulting in poor fairness performance.\(^2\) Thus, the value of \( E_k \) for an MUE with high SIR is set to be lower than an MUE with low SIR.\(^3\) Similarly, constraint (15) is to guarantee fairness among the WBs. Constraint (16) is due to the fact that the data rate of WB for SBS \( j \) should be larger than or equal to the sum rate of all SUEs served by SBS \( j \). Constraint (17) enforces an upper bound for the number of symbols for pilot transmissions. Since both \( \gamma_{k,0} \) and \( \gamma_{k,j} \) are updated with the period of \( T \), problem P1 is also solved with the period of \( T \).

### III. Centralized Solution Algorithm

In this section, we develop a centralized iterative scheme to obtain the near optimal solution of P1. Problem P1 is an integer programming problem with both coupling variables and coupling constraints, and constraint (16) is a nonlinear coupling constraint of two sets of variables. Thus, standard optimization techniques cannot be directly applied for the optimal solution.

To make the problem tractable, we decompose problem P1 into (i) WB and MUE resource allocation and pilot length optimization problem and (ii) user association problem, and iteratively solve the two problems until convergence. At each iteration, we update the constraints of each problem to satisfy all constraints of the original problem.

#### A. Resource Allocation and Pilot Optimization

As can be seen in (6) and (9), \( R_{k,0} \) is determined by \( a_k \); and \( R_{k,j}, j = 1, \ldots, J \), is limited by \( b_j \). Due to constraint (16), the sum rate of all MUEs and WBs naturally serves as an upper bound for the sum rate of all users. Thus, it is reasonable to try to maximize this upper bound and iteratively tighten the gap, so that the final solution is a close approximation for the optimal solution of Problem P1. The problem of maximizing the sum rate of all MUEs and WBs for a given \( x \) is as follows.

\[
P2: \max_{\{a,b,\tau\}} \left(1 - \frac{T_p}{T_c}\right) \sum_{k=1}^{K} \sum_{n=1}^{\alpha N} a_{k,n} \log (1 + \gamma_{k,0}) + \sum_{j=1}^{J} \sum_{n=1}^{\alpha N} b_{j,n} \log (1 + \gamma_j) \tag{19}
\]

subject to: \( \tau \) \( (13) \) – \( (18) \).

Note that, constraint (16) can be written as \( \sum_{n=1}^{\alpha N} b_{j,n} \geq \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1 + \gamma_j)} \). Since \( \sum_{n=1}^{\alpha N} b_{j,n} \) is always an integer, (16) is equivalent to \( \sum_{n=1}^{\alpha N} b_{j,n} \geq \left\lceil \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1 + \gamma_j)} \right\rceil \).

Suppose constraint (16) has already been satisfied for the WB of SBS \( j \), then allocating more resources to this WB can not improve the actual sum rate of the users served by SBS \( j \), while it potentially increases the value of \( \tau \), resulting in degraded system performance. Thus, (16) is an active constraint in problem P2. We have \( \sum_{n=1}^{\alpha N} b_{j,n} = \left\lceil \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1 + \gamma_j)} \right\rceil \).

Combining this constraint with (15), we have
\[
\sum_{n=1}^{\alpha N} b_{j,n} = \min \left\{ \left\lceil \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1 + \gamma_j)} \right\rceil \right\}, j = 1, 2, \ldots, J. \tag{20}
\]

To solve problem P2, we first relax the integer constraints of \( a, b, \) and \( \tau \) by allowing them to take any values in \([0, 1]\).

**Lemma 1.** The relaxed problem of P2, P2-Relaxed, is a convex optimization problem.

---

\(^{2}\)Due to the channel hardening effect, the channel gains across different frequencies are close to each other [31]. Thus, the dominant factor that impacts the performance of WBs and MUEs is the number of allocated channels. However, in other application scenarios where the channel response varies significantly over different frequencies, e.g., in a mmWave network, frequency domain scheduling should be considered. Some existing approaches can be applied include proportional fairness scheduling [22] and bipartite matching based algorithm [40].

\(^{3}\)The proper values of \( E_k \) and \( F_j \) depend on network topology, traffic pattern, and QoS requirement of users. In a specific system, \( E_k \) and \( F_j \) can be dynamically adjusted based on the QoS of users. When the data rate of a MUE or WB at the edge of cell is lower than a threshold, the values of \( E_k \) and \( F_j \) for the MUEs and WBs with highest data rates will be lowered in the next period. The adjustment strategy of \( E_k \) and \( F_j \) can be done with an offline training process for each cell.
Lemma 2. All the decision variables in the optimal solution to the relaxed LP, problem P3, are integers in \{0,1\}.

Proof: This lemma directly follows Lemma 2, Property 1, and Property 2. ■

2) Optimal Value of \(\tau\): Denote \(g(a(\tau),b(\tau),\tau)\) and \(f(a(\tau),b(\tau))\) as the values of objective functions of P2-Relaxed and P3 for a given \(\tau\), which are given in (19) and (21), respectively. Let \(g^*(\tau)\) and \(f^*(\tau)\) be their optimal values for a given \(\tau\), respectively. At the higher level of problem P2-Relaxed, we find the optimal value of \(\tau\) by solving the following problem.

\[
P4 : \max_{\{\tau\}} g^*(\tau).
\]  

Consider the objective function of P2-Relaxed, given as

\[
g(a(\tau),b(\tau),\tau) = \left(1 - \frac{T_p}{T_c}\right) f(a(\tau),b(\tau)).
\]  

Maximizing (26) is equivalent to maximizing the following

\[
\log \left(1 - \frac{T_p}{T_c}\right) + \log [f(a(\tau),b(\tau))].
\]  

Hence, problem P4 is equivalent to the following problem

\[
\max_{\{\tau\}} \left\{ \log \left(1 - \frac{T_p}{T_c}\right) + \log [f(a^*(\tau),b^*(\tau))] \right\}
\]  

subject to: (17).

Let \(h_1(\tau) = \log \left(1 - \frac{T_p}{T_c}\right)\), \(h_2(\tau) = \log [f(a^*(\tau),b^*(\tau))]\), and \(h(\tau) = h_1(\tau) + h_2(\tau)\). Since P2-Relaxed is a convex problem according to Lemma 1, we can apply primal decomposition to optimize \(h_1(\tau)\) and \(h_2(\tau)\) separately [26]. It can be easily verified that \(h_1(\tau)\) is a differentiable concave function. For any \(\tau\) and \(\tau'\), we have

\[
\log \left(1 - \frac{T_p}{T_c}\right) \leq \log \left(1 - \frac{T_p}{T_c}\right) - \frac{T_p}{T_c - T_p \tau} (\tau - \tau').
\]  

Then, \(\tau\) can be updated with the following gradient approach to maximize \(h_1(\tau)\).

\[
\tau^{[t+1]} = \tau^{[t]} - \frac{T_p}{T_c - T_p \tau^{[t]} t} \rho^{[t]},
\]  

where \(t\) is the index of iteration and \(\rho^{[t]}\) is the step size.

To obtain the optimal solution of \(h_2(\tau)\), we consider the following optimization problem

\[
P5 : \max_{\{a,b\}} \log [f(a(\tau),b(\tau))]
\]  

subject to: (13), (14), (18), and (20).


Proof: Since problem P5 is a convex problem, all the constraints are linear and the Slater condition reduces to feasibility [15], [23]. Thus strong duality holds. ■

Let \(\lambda_n\) be the optimal value of Lagrangian multiplier corresponding to the constraint \(\sum_{k=1}^K a_{k,n} + \sum_{j=1}^J b_{j,n} \leq \tau N_{sm}\). We consider the optimal solutions to P5 for two different
values, $\tau'$ and $\tau$. Then, we have
\[
\bar{h}_2(\tau') = \log \left[ f(\mathbf{a}^*(\tau'), \mathbf{b}^*(\tau')) \right]
\]
\[
\geq \mathcal{L}(\mathbf{a}^*(\tau'), \mathbf{b}^*(\tau'), \mathbf{x}^*(\tau'), \mathbf{\mu}^*(\tau'), \mathbf{\nu}^*(\tau'), \mathbf{\eta}^*(\tau'))
\]
\[
\geq \log \left[ f(\mathbf{a}^*(\tau), \mathbf{b}^*(\tau)) \right] + \sum_{n=1}^{\alpha N} \lambda_n^*(\tau')(\tau N_{sm} - \delta_n^*(\tau))
\]
\[
+ \Phi + \sum_{n=1}^{\alpha N} \lambda_n^*(\tau')(\tau'N_{sm} - \tau N_{sm})
\]
\[
\geq h_2(\tau) + N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*(\tau')(\tau' - \tau),
\]
where $\delta_n^*(\tau) = \sum_{K=1}^{K} a_{k,n}(\tau) + \sum_{j=1}^{J} b_{j,n}(\tau)$, $\mathbf{\mu}$, $\mathbf{\nu}$, and $\mathbf{\eta}$ are the Lagrangian multipliers corresponding to other constraints. $\Phi$ is given as
\[
\Phi = \sum_{k=1}^{K} E_k - \sum_{n=1}^{\alpha N} a_{k,n}(\tau)
\]
\[
+ \sum_{j=1}^{J} \nu_j^*(\tau') \left[ F_j - \sum_{n=1}^{\alpha N} b_{j,n}(\tau) \right]
\]
\[
+ \sum_{j=1}^{J} \eta_j^*(\tau') \left[ \sum_{n=1}^{\alpha N} b_{j,n}(\tau) - \left[ \frac{R_{k,j}}{\log(1 + \gamma_j)} \right] \right].
\]

In (30), equality (a) is due to strong duality, inequality (b) is due to the optimality of $\mathbf{a}^* (\tau')$ and $\mathbf{b}^* (\tau')$, and inequality (c) is due to the constraints of problem P5 and the nonnegativity of all Lagrangian multipliers.

It follows (30) that
\[
h_2(\tau) \leq \bar{h}_2(\tau') + N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*(\tau') (\tau - \tau').
\]

By definition, $N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*(\tau)$ is a subgradient of $h_2(\tau)$. The maximum value of $h_2(\tau)$ can be obtained by
\[
\tau^*[t+1] = \tau^*[t] + N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*[t] \rho^*[t].
\]

**Lemma 5.** Problem P4 can be solved by the following subgradient method.
\[
\tau^*[t+1] = \tau^*[t] + \left( N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*[t] - \frac{T_p}{T_c - T_p \rho^*[t]} \right) \rho^*[t].
\]

**Proof:** According the principles of primal decomposition,
\[
N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*[t] - \frac{T_p}{T_c - T_p \rho^*[t]}
\]
is a subgradient of $h(\tau)$, $\tau$ can be updated by combining (29) and (33). The optimal value of $\tau$ can be achieved until iteration converges.

There is a nice interpretation for (34). In each update, $N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*[t]$ indicates the performance gain obtained by allocating more pilot symbols to WBs and MUEs, i.e., to increase $\tau$. The second part, $\frac{T_p}{T_c - T_p \rho^*[t]}$ indicates the performance loss caused by the reduced number of data symbols.

Denote $\eta^*[t]$ as the subgradient of $h(\tau)$, $\eta^*[t] = N_{sm} \sum_{n=1}^{\alpha N} \lambda_n^*[t] - \frac{T_p}{T_c - T_p \rho^*[t]}$, the convergence of the $\tau$ is shown in the following lemma.

**Lemma 6.** With step size set as $\rho^*[t] = \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]^2}$, the sequence $h(\tau^*[t])$ converges to its optimal value $h(\tau^*)$ with a speed faster than $\frac{1}{\sqrt{T}}$ as $t \rightarrow \infty$.

**Proof:** Consider the optimality gap of $\tau$, we have
\[
(\tau^*[t+1] - \tau^*)^2 \leq \left( \frac{\tau^*[t] + h(\tau^*) - h(\tau^*[t])}{\eta^*[t]^2} \right)^2
\]
\[
= (\tau^*[t] - \tau^*)^2 + \left( \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]} \right)^2 + 2(\tau^*[t] - \tau^*) \eta^*[t] \left( \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]} \right)
\]
\[
\leq (\tau^*[t] - \tau^*)^2 - \left( \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]} \right)^2
\]
\[
\leq (\tau^*[t] - \tau^*)^2 - \left( \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]} \right)^2
\]
\[
= \left( \frac{h(\tau^*) - h(\tau^*[t])}{\eta^*[t]^2} \right)^2.
\]

Suppose for contradiction, $\lim_{t \rightarrow \infty} \left( \frac{h(\tau^*) - h(\tau^*[t])}{\sqrt{t}} \right) > 0$. Then, there must be a sufficiently large $t'$ and a positive number $\xi$ such that $\left( h(\tau^*) - h(\tau^*[t']) \right) \sqrt{t} > \xi, \forall t > t'$. Taking the square sum from $t'$ to $\infty$, we have
\[
\sum_{t=t'}^{\infty} \left( h(\tau^*) - h(\tau^*[t]) \right)^2 \geq \xi^2 \sum_{t=t'}^{\infty} \frac{1}{t} = \infty.
\]
It can seen that (36) contradicts (35). Thus, the hypothesis does not hold, we have
\[
\lim_{t \rightarrow \infty} \left( \frac{h(\tau^*) - h(\tau^*[t])}{\sqrt{t}} \right) = 0,
\]
this indicates that $h(\tau^*[t])$ converges with a speed faster than that of $1/\sqrt{T}$.

Note that, the optimal $\tau$ to P2-Relaxed may not be an integer. Since P2-Relaxed is a convex problem, a simple way to find the optimal $\tau$ to P2 is to compare the objective values of problem P2 under $\lceil \tau^* \rceil$ and $\lceil \tau^+ \rceil$, and select the larger one. As discussed in Lemma 3, the optimal solution to P2-Relaxed are integers for any given integer value of $\tau$. Thus, such solution is also optimal to P2, we conclude that the optimal solution of P2 can be obtained. The procedure of the proposed WB and MUE resource allocation and pilot length optimization scheme is summarized in Algorithm 1.

**Lemma 7.** The complexity of Algorithm 1 is upper bounded by $\frac{1}{\varepsilon_1^2 \varepsilon_2^2}$, where $\varepsilon_1$ is the threshold of convergence for $\tau$, $\varepsilon_2$
Algorithm 1: WB and MUE Resource Allocation and Pilot Length Optimization

1. Initialize $\tau$;
2. do
3. Solve problem $P5$ to obtain $\lambda^*_1(\tau)$;
4. Update $\tau$ with (34);
5. while ($\tau$ does not converge and $\tau \leq \tau_{\text{max}}$);
6. if $\tau < \tau_{\text{max}}$, then
7. Solve problem $P3$ with $\lceil \tau^* \rceil$ and $\lfloor \tau^* \rfloor$ to obtain $a(\lfloor \tau^* \rfloor)$, $b(\lceil \tau^* \rceil)$, $a(\lfloor \tau^* \rfloor)$, and $b(\lceil \tau^* \rceil)$;
8. Use the results to compare the values of objective functions of $P2$. Then, $\tau^* = \arg\max_{\{\lfloor \tau^* \rfloor, \lceil \tau^* \rceil\}} \{g^*(\lfloor \tau^* \rfloor), g^*(\lceil \tau^* \rceil)\}$;
9. else
10. Set $\tau^* = \tau_{\text{max}}$;
11. end
12. Use $\tau^*$ to solve problem $P3$, and obtain the optimal $a$ and $b$;

is the threshold of convergence for $\lambda$.

Proof: According to Lemma 6 and (37), for a sufficiently large $t$ and a sufficiently small $\epsilon_1$, we have $h(\tau^*) - h(\lfloor \tau^* \rfloor) < 1/\sqrt{\tau}$. Thus, when $1/\sqrt{\tau} > \epsilon_1$, $h(\tau^*) - h(\lfloor \tau^* \rfloor)$ is guaranteed to be smaller than $\epsilon_1$. Consequently, it takes less than $1/\epsilon_1^2$ steps for the sequence $h(\lfloor \tau^* \rfloor)$ to achieve an optimality gap that is less than $\epsilon_1$, $t < 1/\epsilon_1^2$. In the same way, the number of iterations for the convergence of $\lambda$ is upper bounded by $1/\epsilon_2^2$.

In Algorithm 1, each update of $\tau$ requires a set of optimal $\lambda$. Thus, the total number of variable updates is upper bounded by $1/\epsilon_1^2 \cdot 2/\epsilon_2^2$, the complexity of Algorithm 1 is upper bounded by $1/\epsilon_1^2 \cdot 2/\epsilon_2^2$. □

B. User Association under WB Constraints

For a given set of $a$, $b$, and $\tau$, $P1$ is reduced to the following user association problem.

$$P6: \max_{\{x\}} \sum_{k=1}^{K} \sum_{j=0}^{J} x_{k,j} R_{k,j}$$

subject to:

$$x_{k,j} \in \{0, 1\}, \quad k = 1, 2, \ldots, K, \quad j = 0, 1, \ldots, J.$$

Constraint (16) can be rewritten as

$$\sum_{k=1}^{K} x_{k,j} \left( \log(1 + \gamma_{k,j}) - \sum_{n=1}^{N} b_{j,n} \log(1 + \gamma_{j,n}) \right) \leq 0,$$

$$j = 1, 2, \ldots, J,$$ (39)

which is a linear constraint on $x$.

To solve $P6$, we first relax the integer constraint of $x$ by allowing all $x_{k,j}$ to take any value between $[0, 1]$. Denote the relaxed problem as $P6$-Relaxed. The objective function of $P6$-Relaxed includes a weighted sum of $\sum_{k=1}^{K} x_{k,j} \log(1 + \gamma_{k,j})$, which is non-convex. Thus, only local optimal solution can be achieved with standard optimization techniques. However, if the values of $Q_j = \sum_{k=1}^{K} x_{k,j}$ are given, $P6$-Relaxed reduces to an LP.

Since $Q_j \leq S_j$, the optimal solution of $P6$-Relaxed can be obtained by searching all possible combinations of $Q = \{Q_1, \ldots, Q_J\}$ and solve the corresponding LPs. However, this results in a high complexity as $\prod_{j=1}^{J} S_j$ LPs need to be solved. We thus use this approach to obtain the initial optimal values of $Q$ and update it with a more efficient approach. Recall that the system states are updated every $T$. Thus, in a low mobility environment, we can make use of $Q$ in the previous period as an approximation to the $Q$ of the current period. Then, $\{R_{k,j}\}$ becomes independent of $x$, given as

$$R_{k,j} = \frac{1}{Q_j} \left( 1 - \frac{T_{P}}{T_{\tau}} \right) \left( \frac{T_{T}}{T_{\tau}} \right) (1 - \alpha) N \log(1 + \gamma_{k,j}).$$

P6-Relaxed is thus transformed to the following LP.

$$P7: \max_{\{x\}} \sum_{k=1}^{K} \sum_{j=0}^{J} x_{k,j} R_{k,j}$$

subject to:

$$x_{k,j} \in [0, 1], \quad k = 1, 2, \ldots, K, \quad j = 0, 1, \ldots, J.$$ (40)

Since $P7$ is an LP, the cutting plane method [27] can be applied to obtain its optimal integer solution, and such solution is also optimal to $P6$ for a given $Q$. As users may dynamically join or leave the network, the traffic load of each BS varies over time, the approximation of $Q$ might be inaccurate. However, a key observation is that load balancing can be achieved by solving $P7$. When $Q_j$ is larger than its optimal value, $R_{k,j}$ would be small. Then fewer users would be connected to SBS $j$ after the update with the solution of $P7$, resulting in a decreased $Q_j$. Thus, the value of $Q_j$ is expected to stay close to its optimal value, and the solution is expected to be near-optimal.

In case the user distribution drastically changes and handover frequently happen (e.g., during rush hours), which can be detected by each BS when measuring the CSI of nearby users, $Q$ should be updated by solving P6-Relaxed with searching over all $Q$. Due to its high complexity, such update is carried out at a timescale much larger than $T$.

C. Iterative Scheme with Near-Optimal Solution

In this section, we propose an iterative approach to obtain the near-optimal solution of the original problem by solving the WB and MUE resource allocation and pilot length optimization problem and the user association problem iteratively until convergence. The iterative scheme is a three-stage process to guarantee that all constraints are satisfied as well as minimizing the gap of the two problems. The proposed three-stage process is based on the following facts.

Lemma 8. Under optimal user association solutions, given fixed values of $Q_j$ of other BS’s, the sum rate of all users served by SBS $j$ decreases as $Q_j$ increases.

Proof: According to (9), $\sum_{k=1}^{K} R_{k,j}$ is proportional to $\sum_{k=1}^{K} x_{k,j} \log(1 + \gamma_{k,j})$, which can be interpreted as the average spectral efficiency of users served by SBS $j$.

Consider an optimal user association with a given feasible set of $Q$. To maximize the sum rate, the users served by SBS $j$ must be the first $Q_j$ users with the highest spectral efficiencies, i.e., the highest SINRs. Thus, when the values of $Q_j$ for other
BS’s are fixed, the average spectral efficiency of users served by SBS $j$ decreases as $Q_j$ increases.

**Property 3.** In most cases, the users served by SBS $j$ are the first $Q_j$ users with highest SINRs, and the sum rate of all users served by SBS $j$ decreases as $Q_j$ increases.

Compared to Lemma 8, we remove the assumption that the values of $Q_j$ for other BS’s are fixed. The only exception of Property 3 happens when a user $k'$ originally served by a neighboring SBS $j'$ is handed over to SBS $j$ due to an increase of $Q_j$, while the SINR of this user is higher than at least one of the users currently served by SBS $j$. Suppose user $k$ has a lower SINR than user $k'$ when served by SBS $j$. Then both users are likely to be cell-edge users, and the coverage areas of SBS $j$ and SBS $j'$ are likely to overlap. Hence, the exception case happens when both $Q_j'$ and $Q_j$ increase and a cell-edge user is handed over to SBS $j$. As a result, when the SBS’s are not densely deployed, the exception case would not happen.

**a) Stage I:** In the first stage, we aim to guarantee that constraints (12), $\sum_{k=1}^{K} x_{k,j} \leq S_j$, are always satisfied for all SBS’s. We begin with solving the initial MUE and WB resource allocation and pilot length optimization problem without considering the constraint on WB data rate, $\sum_{n=1}^{\alpha_N} b_{j,n} = \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$. This corresponds to the case of setting the initial values of the RHS of (20) to be $F_j$. Let $P_7$ be the LP generated by removing constraints (12) from $\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$. Then, we obtain the optimal $\{a, b, \tau\}$ with the updated constraints as in Section III-A. With $\{a, b, \tau\}$, we solve $P_7$ to obtain the optimal $x$. Such process is repeated until $\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$. Such process is repeated until $\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$. Then, we can solve $P_8$ by the same approach as $P_7$. Then, we find the optimal user association under WB constraints by solving $P_8$. With such initial solution, $C_j$ may be low for SBS $j$, $\sum_{k=1}^{K} R_{k,j}$ is bounded by a low value. As in Property 3, a large number of users are expected to be assigned to SBS $j$ to achieve a low value of $\sum_{k=1}^{K} R_{k,j}$, which may violate constraint (12) and be infeasible to $P_7$. Thus, we first solve $P_8$ to find the set of SBS’s that violates the WB constraint, and then enforce additional constraints to $P_8$ for feasibility.

With the solution of $P_8$, if constraint (12) of SBS $j$ is not satisfied, $P_8$ is updated by adding constraint $\sum_{k=1}^{K} x_{k,j} = S_j$. Then, we update $R_{k,j}$ by keeping the first $S_j$ highest SINR users to be served by SBS $j$. After that, we update constraint (20) for SBS $j$ with the updated $x_{k,j}$ and $R_{k,j}$. This way, both constraints for SBS $j$ are satisfied; the WB resource allocation and user association for SBS $j$ become feasible. Based on Property 3, by keeping the first $S_j$ highest SINR users, the value of $\sum_{k=1}^{K} R_{k,j}$ is expected to be the largest under a feasible and optimal solution of $P_7$. This results in the smallest change on the RHS of constraint (20) for SBS $j$. Thus, the change of the polyhedron defined by $Z$ is minimized, resulting in a smaller reduction of the objective function. Then, we solve the MUE and WB resource allocation and pilot length optimization problem with the updated constraint (20) for SBS $j$. After that, we use the solution to solve $P_8$ in the next iteration. Such process is repeated until all constraints (12) are satisfied for all SBS’s. After the process is converged, we enter the second stage.

**b) Stage II:** In the second stage, we aim to minimize the performance gap between the two problems, so that $C_j - \sum_{k=1}^{K} x_{k,j} R_{k,j}$ is minimized. The motivation of minimizing such gap is because allocating more channels to WBs leads to increased value of $\tau$ and decreased data rates of all users, it is desirable that the data rates provided by WBs are sufficiently utilized by each SBS. To minimize the gap at each SBS, we find the SBS’s with $\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$, and update these constraints as

$$\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j).$$

Then, we obtain the optimal $\{a, b, \tau\}$ with the updated constraints as in Section III-A. With $\{a, b, \tau\}$, we solve $P_7$ to obtain the optimal $x$. Such process is repeated until $\sum_{n=1}^{\alpha_N} b_{j,n} \geq \left[ \sum_{k=1}^{K} x_{k,j} R_{k,j} \right] \log(1+\gamma_j)$ does not hold for any SBS.

**c) Stage III:** In the third stage, we aim to guarantee that the WB constraints of all SBS’s are satisfied after the updates in the second stage. With the update in the second stage, the values of $\sum_{n=1}^{\alpha_N} b_{j,n}$ are reduced, which may cause an increased ratio of $\sum_{n=1}^{\alpha_N} b_{j,n} / \sum_{n=1}^{\alpha_N} b_{n,j}$ for some users. Hence, under the optimal solution of $P_8$, these users may switch to the MBS. According to Property 3, the sum rate of SBS’s that served these users in the previous iteration is expected to increase, resulting violation of the WB constraints. To deal with this situation, we can adjust and update the values of $\sum_{n=1}^{\alpha_N} b_{j,n}$ with (20), and we repeat this process until the WB constraints of all SBS’s are satisfied.

The procedure of the proposed iterative scheme is summarized in Algorithm 2.

**D. Remarks on Practical Concerns**

1) Quasi-Static Channel Between MBS and SBS’s: Due to the fixed locations of SBS’s, the channels between SBS’s and MBS are quasi-static [7]. As a result, the CSI of WBs can be updated less frequently compared to that of MUEs. This property can be employed to enhance the system performance. In most time periods, the SBS’s can use some channels for WB transmission without sending pilots on these channels, resulting in reduced pilot length. Thus, we can assign the WBs to use all the $\alpha_N$ channels to increase the data rate. In such scenario, the problem formulation can be derived from Problem $P_1$ with modifications on the constraints.

Due to the different frequencies of CSI update for MUE and WB, there are two cases at different time periods.

- **First case:** Both WBs and MUEs need to send pilots. When the CSI of WB needs to be updated, all WBs are allocated with one pilot sequence on each channel so that the CSI of WBs on all channels can be obtained. This corresponds to set $b_{j,n} = 1$ for $j = 1, \ldots, J, n = 1, \ldots, \alpha_N$. In addition, the constraint $\sum_{n=1}^{\alpha_N} b_{j,n} \leq F_j$ can be removed from Problem $P_1$ since $b$ is given.

- **Second case:** Only the MUEs need to send pilots. In these periods, the MBS uses the CSI obtained in the first case until the next update of CSI of WB. Then, the constraint $\sum_{k=1}^{K} a_{k,n} + \sum_{j=1}^{J} b_{j,n} \leq \tau N_{sm}$ in Problem $P_1$ should be modified to $\sum_{k=1}^{K} a_{k,n} + \sum_{j=1}^{J} b_{j,n} \leq \tau N_{sm}$. Since the WBs are allocated with all channels, we have $b_{j,n} = 1$
Algorithm 2: Iterative Scheme to Obtain a Near-Optimal Solution to Problem \( P_1 \)

1. **Initialize** Set the RHS of (20) as \( F_j \);
2. **do**
3. Obtain \((a, b, \tau)\) with Algorithm 1;
4. Solve \( P_8 \) to obtain \( x \);
5. **for** \( j = 1 : J \) **do**
6. \( \text{if } \sum_{k=1}^{K} x_{k,j} > S_j \) **then**
7. \( \text{Set } \sum_{k=1}^{K} x_{k,j} = S_j \);
8. \( \text{Update } (20) \) for SBS \( j \);
9. \( \text{Add constraint } \sum_{k=1}^{K} x_{k,j} = S_j \) to \( P_8 \);
10. **end**
11. **end**
12. Solve \( P_8 \) to obtain updated \( x \);
13. Obtain \((a, b, \tau)\) with updated \( x \) using Algorithm 1;
14. **while** \((\sum_{k=1}^{K} x_{k,j} \leq S_j \text{ does not hold for all } j)\) **do**
15. **for** \( j = 1 : J \) **do**
16. \( \text{if } \sum_{n=1}^{\alpha N} b_{j,n} > \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1+\gamma_j)} \) **then**
17. \( \text{Update } \sum_{n=1}^{\alpha N} b_{j,n} \text{ with } (20) \);
18. **end**
19. **end**
20. Update \((a, b, \tau)\) with Algorithm 1;
21. Update \( x \) by solving \( P_8 \);
22. **while** \((\sum_{n=1}^{\alpha N} b_{j,n} \leq \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1+\gamma_j)} \text{ holds for any } j)\) **do**
23. **for** \( j = 1 : J \) **do**
24. \( \text{if } \sum_{n=1}^{\alpha N} b_{j,n} \leq \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1+\gamma_j)} \) **then**
25. \( \text{Update } \sum_{n=1}^{\alpha N} b_{j,n} \text{ with } (20) \);
26. **end**
27. Update \((a, b, \tau)\) with Algorithm 1;
28. Update \( x \) by solving \( P_8 \);
29. **while** \((\sum_{n=1}^{\alpha N} b_{j,n} \leq \frac{\sum_{k=1}^{K} x_{k,j} R_{k,j}}{\log(1+\gamma_j)} \text{ holds for any } j)\) **do**
30. **end**
31. **end**
32. **end**
33. \( \text{for } j = 1, \ldots, J, n = 1, \ldots, \alpha N \). Same as the first case, the constraint \( \sum_{n=1}^{\alpha N} b_{j,n} \leq F_j \) is also removed.

With given \( \tau \), it can be easily verified that the constraint matrix of the linear programming for solving \( \{a_{k,j}\} \) is unimodular for both cases. Thus, we can obtain the optimal \((a, \tau)\) using the same approach as in Algorithm 1. Then, we apply Algorithm 2 to obtain the solutions for both cases.

2) A Combination of Wired and Wireless Backhaul: In case of dense SBS deployment with heavy traffic load, a long pilot length (i.e., large \( \tau \)) is required, resulting in degraded system performance. To mitigate such bottleneck as well as preserving the benefits of wireless backhaul, a combination of wired and wireless backhaul is desirable. With proper configuration, a good tradeoff between performance and cost can be achieved.

With a combination of wired and wireless backhaul, the problem formulation needs to be adjusted accordingly. We assume that the data rate of wired backhaul is sufficiently high so that the constraint \( \sum_{k=1}^{K} x_{k,j} R_{k,j} \leq C_j \) can always be satisfied. Let \( \Omega \) be the set of SBSs that uses wireless backhaul, then the constraints \( \sum_{k=1}^{K} x_{k,j} R_{k,j} \leq C_j \) and \( \sum_{n=1}^{\alpha N} b_{j,n} \leq F_j \) only apply to \( j \in \Omega \). The constraints (20) and (39), which are derived from \( \sum_{k=1}^{K} x_{k,j} R_{k,j} \leq C_j \), are also applied to \( j \in \Omega \) only. For the constraint \( \sum_{k=1}^{K} a_{k,n} + \sum_{j=1}^{J} b_{j,n} \leq \tau N_{sm} \), we replace the term \( \sum_{j=1}^{J} b_{j,n} \) to \( \sum_{j \in \Omega} b_{j,n} \). The solution under such new scenario can be obtained with the same approach in Algorithm 2 with the updated constraints (20) and (39). Specifically, since the SBS’s with wired backhaul have no impact on the pilot optimization, we still maximize the sum rate of wireless backhaul and MUE by solving Problem \( P_2 \) with Algorithm 1. For user association, the constraint \( \sum_{k=1}^{K} x_{k,j} R_{k,j} \leq C_j \) does not apply to the SBS’s with wired backhaul, and the problem can be solved with the same approach presented before.

IV. DISTRIBUTED SOLUTION SCHEME

In the centralized scheme, global information is required for centralized control, which usually leads to better performance. But acquiring the global information may incur considerable overhead, which may be infeasible in a large scale network. In this section, we propose a distributed scheme by formulating a noncooperative repeated game among all users. In the repeated game, each user distributively makes its own decision. We demonstrate that the game will converge to an NE.

A. Distributed User Association

We formulate a repeated game among all users, the strategy of each user is to decide its serving BS. Due to the tradeoff in MUE and WB resource allocation, we set a price for using one channel such that the number of channels used by MUEs and WBS can be controlled at proper values. The utility of user \( k \) is defined as

\[
\begin{align*}
U_{k,0} &= \omega_k \log (R_{k,0}) - \rho \sum_{n=1}^{\alpha N} a_{k,n} \\
U_{k,j} &= \omega_k \log (R_{k,j}) - \rho \sum_{n=1}^{\alpha N} b_{j,n}, \quad j = 0, \ldots, J.
\end{align*}
\]

(42)

where \( \omega_k \) is the evaluation of user \( k \) for data rate and \( p \) is the price of using one channel. When user \( k \) is served by an SBS, the cost of channels for the WB is shared by all users that are served by the SBS. In (42), \( \sum_{n=1}^{\alpha N} a_{k,n} \) is set by each user to be a fixed value that maximizes its utility, given as \( \sum_{n=1}^{\alpha N} a_{k,n} = \arg \max \{ \sum_{n=1}^{\alpha N} a_{k,n} \} U_{k,0} = \omega_k / p \). For \( \sum_{n=1}^{\alpha N} b_{j,n} \), it is a variable given by (41), which is affected by other users’ decisions. The strategy of each user is

\[
x_{k,j^*} = 1, \quad j^* = \arg \max_j \{ U_{k,j} \}.
\]

(43)

To maximize the sum rate under constraint \( \sum_{k=1}^{K} x_{k,j} = S_j \), it is reasonable to assume that each BS serves the top \( S_j \) users with highest SINRs. The user association strategy of BS’s is summarized in Algorithm 3.

Each user has a preference list for all BS’s, the order of the list is determined by the order of \( U_{k,j} \), e.g., the BS with the largest \( U_{k,j} \) is the first in the preference list of user \( k \). Since
\(Q_j\) is unknown before the repeated game, the initial preference list of each user is determined by values of SINRs when connecting to different BS’s. The proposed repeated game has the following two stages.

In the first stage, each user proposes to the top BS in its preference list. Then, BS’s respond to the proposals according to Algorithm 3.

In the second stage, each BS \(j\) broadcasts the value of \(Q_j\) to all users. Then each user \(k\) updates its preference list with \(R_{k,j}\). A user proposes to another BS under the following cases.

**Case 1:** The proposal of the user is rejected.

**Case 2:** A higher utility can be achieved by switching to another BS \(j'\) and one of the two conditions is satisfied: (i) \(Q_{j'} < S_{j'}\), (ii) \(Q_{j'} = S_{j'}\), and there is a user \(k'\) currently in the waiting list of BS \(j'\) such that \(R_{k',j'} > R_{k,j}\).

If user \(k\) is rejected by BS \(j\), it marks BS \(j\) as unavailable in its preference list. Then, users in these two cases propose to the top BS among remaining available BS’s. Once receiving the proposals, each BS compares the new proposals with those in its waiting list, and makes decisions according to Algorithm 3. If a user switches from BS \(j\) to BS \(j'\) as described in Case 1, the users that once marked BS \(j\) as unavailable change the status of BS \(j\) to available. Given the BS decisions, each user then updates its preference list and makes another round of proposal if one of the two cases is satisfied. The repeated game is continued until convergence of user association is achieved.

After convergence, the MBS replaces constraint (14) with \(\sum a_{k,n} = \omega_k/p\) and update constraint (15) with (20). It then determines \([a, b, \tau]\) as in Section III-A.

### B. Convergence Analysis

The convergence performance of the repeated game is given in Theorem 1, which shows that an NE can be achieved.

**Theorem 1.** The repeated game converges to a Nash equilibrium that is optimal for each user.

**Proof:** Suppose the game does not converge. Then, there must be a user \(k\) that is currently served by BS \(j\) who wishes to propose to another BS \(j'\). Obviously, Case 1 does not hold since user \(k\) is served by BS \(j\). Then, Case 2 holds, there is another BS \(j'\) such that \(U_{k,j'} > U_{k,j}\) and BS \(j'\) is marked as available by user \(k\). If condition (i) is satisfied, \(Q_{j'} < S_{j'}\), then user \(k\) would have already switched to BS \(j'\), which contradicts to the fact that it is served by BS \(j\). If condition (ii) is satisfied, \(Q_{j'} = S_{j'}\), then there must another user \(k'\) that is served by BS \(j'\) such that \(R_{k,j'} > R_{k,j}\), i.e., BS \(j'\) prefers user \(k\) over user \(k'\). Since user \(k'\) is in the waiting list of BS \(j'\) while user \(k\) is not, it must be the case that user \(k\) has never proposed to BS \(j'\) before. However, since \(U_{k,j'} > U_{k,j}\), user \(k\) must have proposed to BS \(j'\) before BS \(j\), which is also a contradiction. Thus, the repeated game converges.

From the above analysis, we can see that the utility of each user cannot be further improved given the strategies of other users. Thus, the strategy of each user is the best response to the strategies of other users when the repeated game converges. We conclude that the repeated game converges to an NE.

The order of users that start the proposed process affects the system performance, as different NEs would be achieved. Such randomness results in performance loss of distributed scheme compared to the centralized one.

### V. Simulation Study

We validate the proposed centralized and distributed schemes with MATLAB simulations. The scenario is based on a cellular system with hexagonal macrocells, and we consider the sum rate of all users in a tagged macrocell area. The MBS is located at the center, the SBS’s and users are randomly distributed in the macrocell area. The radius of a macrocell is 500 m. The slow fading factor, \(\beta_{k,0}\), is based on the ITU path loss model [28] and a lognormal shadowing with standard deviation of 10 dB. The coherence bandwidth is 150 kHz. We use the parameters of downlink LTE symbol for each OFDM symbol. The spacing between subcarriers is 15 kHz, then \(N_{sm} = 10\); the useful symbol duration \(T_u = 66.7\) ms; and \(T_s = T_p = 72\) ms. The coherence time is \(T_c = 720\) ms, so each frame has 10 OFDM symbols, and we set \(\tau_{max} = 5\). The total bandwidth is 4 MHz, so the total number of channels is 40. We assume \(\alpha = 1/2\); then 20 channels are allocated to MUEs and WBs and the other 20 channels are allocated to SUEs. The powers of SBS’s are set according to the iterative water-filling scheme [29], with an upper bound of 30 dBm. The upper bounds of \(\sum_{k=1}^K R_{k,j}\) are set to be \(S_j = 20\) for SBS’s and \(S_0 = 50\) for MBS, respectively.

We compare the proposed schemes with a heuristic scheme, termed Heuristic, for user association. Heuristic is based on Property 3 and is derived by making a modification on the centralized scheme. Specifically, instead of solving \(P8\) at each iteration of the centralized scheme, the set of users served by each SBS is determined with a greedy approach. In each round, we select the user with highest SINR to be served by BS \(j\) and update the value of \(\sum_{k=1}^K R_{k,j}\). We continue such process until \(\sum_{k=1}^K R_{k,j} \leq C_j\) is satisfied. We also consider the case based on [15], which in which pilot length is not considered for optimization and \(\tau\) is set as a fixed value (termed Static pilot). For Static pilot, the solution of \([a, b, \tau]\) is based on the solution procedure in Section III-A. For Heuristic, we apply the same procedure of the proposed centralized scheme except the user association strategy. Since the performance of the distributed scheme depends on the value of \(p\), we set \(p\) to the value that achieves the maximal sum rate. We also consider the value of the objective function of problem \(P2\) under optimal solution as an upper bound for comparison.

The sum rate performances of different schemes are presented in Figs. 1 and 2. In Fig. 1, it can be seen that the performances of all schemes first increase and then decrease as the number of SBS’s grows. This is because a larger \(\tau\) is required as the number of SBS’s increases, and the interference between neighboring small cells degrades the average SINRs of SUEs. Both the centralized and distributed schemes outperform Static pilot, demonstrating that a performance gain can be achieved with dynamically adjusted \(\tau\). The performance of the centralized scheme is close to its upper bound, since we iteratively minimize the performance gap of two problems in the second stage of the iterative scheme given in Algorithm 2.

It is also observed that the performance of Heuristic is close to that of the centralized scheme when the number of SBS’s...
is small, due to the fact that Property 3 is more reliable when SBS’s are not close to each other, and a user would not have close rates by connecting to different SBS’s. The distributed scheme also achieves a satisfactory performance since users are charged for using channels, resulting in efficient resource utilization. For Static pilot, the case of $\tau = 1$ achieves better performance than the case of $\tau = 5$ when the number of SBS’s is small, a small $\tau$ can accommodate the requirements of all WBs. However, when the number of SBS’s is large, a larger $\tau$ provides better performance since the increased demand for WB data rates can be satisfied.

Fig. 2 shows the performances under different numbers of users, where similar trends can be observed. When the number of users increases, the sum rate of users with $\tau = 1$ remains constant. This is because the resources for MUEs and WBs are quite limited. As a result, a considerable proportion of users cannot be served by any BS.

In Fig. 3, the performance of Static pilot with different $\tau$ values is evaluated. When $\tau$ is large, the performance with 100 users is significantly worse than that with 400 users; however, when $\tau$ is small, the performance with 400 users becomes worse than that with 100 users. This shows that a small value of $\tau$ significantly limit the system performance in case of larger number of users, and $\tau$ needs to be dynamically adjusted to prevent considerable performance loss of Static pilot under different traffic patterns. The optimal values of $\tau$ under different numbers of SBS’s and users are presented in Fig. 4. The optimal $\tau$ increases with both the number of SBS’s and the number of users, since the more resources are required to satisfy the increasing demand.

An example of the repeated game is given in Fig. 5. We can see that the game converges after several rounds and a maximum sum utility is achieved upon convergence.

We also present an example to evaluate the impact of price $p$ on the system performance in Fig. 6. By setting $p$ to a proper value, each user makes rational decision on channel usage, the value of $\tau$ can be set to a proper value.

VI. RELATED WORK

The Massive MIMO technology has attracted lots of interests in recent years. A comprehensive introduction on the fundamentals of signal processing issues can be found in [30]. An overview and analysis for upper layer techniques in massive MIMO systems is presented in [6]. The potentials, limits and possible research problems of massive MIMO were presented in [31]. As an important application scenario, massive MIMO HetNet has also been widely studied. The key technical aspects of massive MIMO HetNet include user association [10], [20] and interference management [7], [34]. The RTDD architecture for massive MIMO HetNet was first considered in [7]. With RTDD, the interference occurs between MBS and SBS’s. Then, the MBS can employ zero-forcing beamforming based on the estimated channel covariance between MBS and SBS’s. Compared to these works, we consider wireless connection between the MBS and each SBS, and propose a cross-layer optimization framework.

The HetNet with WB has been studied in several prior works. Since another type of transmission is added over transmissions between users and BS’s, interference management becomes a key issue under certain system assumptions and has been investigated in [35], [36]. In [37], an load-aware design on spatial multiplexing was proposed to improve the energy efficiency of a HetNet with WB. A recent overview on resource management of 5G HetNet with WB was presented in [14]. In this paper, we integrate massive MIMO with WB and deal with the challenges with an adaptive frame design.

User association in HetNet is another closely related issue. A recent survey on user association of 5G network can be found in [38]. In [39], a near-optimal user association scheme was proposed, and the proposed scheme can be implemented distributively with a dual decomposition. To deal with the integer constraint, several approximation algorithms were proposed in [40] with the objective of minimizing the maximum load among all BS’s. In [41], user association was considered from the perspective of maximizing the utilities of users, and different spectrum allocation strategies were jointly considered. In [42], a traffic-aware dynamic user association was considered through the cooperation of SBS’s. Due to the special architecture of a massive MIMO HetNet with WB, we optimize the network performance with joint frame design, resource allocation, and user association in this paper.
In this paper, we considered the problem of joint frame design, resource allocation, and user association to maximize the sum rate of a massive MIMO HetNet. We formulated a nonlinear integer programming problem and proposed a centralized iterative scheme to obtain a near-optimal solution. We also proposed a distributed scheme by formulating a repeated game among all users and proved that the game converges to an NE. Simulation results show that the proposed schemes outperform several benchmark schemes.

VII. CONCLUSIONS

In this paper, we considered the problem of joint frame design, resource allocation, and user association to maximize the sum rate of a massive MIMO HetNet. We formulated a nonlinear integer programming problem and proposed a centralized iterative scheme to obtain a near-optimal solution. We also proposed a distributed scheme by formulating a repeated game among all users and prove that the game converges to an NE. Simulation results show that the proposed schemes outperform several benchmark schemes.
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