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Abstract—We investigate the problem of base station (BS) ON-OFF switching, user association, and power control in a heterogeneous network (HetNet) with massive MIMO, aiming to turn off under-utilized BS's and maximize the system energy efficiency. With a mixed integer programming problem formulation, we first develop a centralized scheme to derive the near optimal BS ON-OFF switching, which is an iterative framework with proven convergence. We further propose two distributed schemes based on game theory, with a bidding game between users and BS’s, and a pricing game between wireless service provider and users. Both games are proven to achieve a Nash Equilibrium. Simulation studies demonstrate the efficacy of the proposed schemes.
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I. INTRODUCTION

To meet the 1000x mobile data challenge in the near future [1], aggressive spectrum reuse and high spectral efficiency must be achieved to significantly boost the capacity of wireless networks. To this end, massive MIMO (Multiple Input Multiple Output) and small cell are regarded as two key technologies for emerging 5G wireless systems [2], [3], [5]. Massive MIMO refers to a wireless system with more than 100 antennas equipped at the base station (BS), which serves multiple users with the same time-frequency resource [6]. Due to highly efficient spatial multiplexing, massive MIMO can achieve dramatically improved energy and spectral efficiency over traditional wireless systems [7], [8]. Small cell is another promising approach for capacity enhancement. With short transmission range and small coverage area, high signal-to-noise ratio (SNR) and dense spectrum reuse can be achieved, resulting in increased spectral efficiency.

Due to their high potential, the combination of massive MIMO and small cells is expected in future wireless networks, where multiple small cell BS’s (SBS) coexist with a macrocell BS (MBS) equipped with a large number of antennas, forming a heterogeneous network (HetNet) with massive MIMO [3], [4]. The two technologies are inherently complementary. On one hand, the MBS with massive MIMO has a large number of degrees of freedom (DoF) in the spatial domain, which can be exploited to avoid cross-tier interference. On the other hand, as traffic load grows, the throughput of a massive MIMO system will be limited by factors such as channel estimation overhead and pilot contamination [6]. By offloading some macrocell users to small cells, the complexity and overhead of channel estimation at the MBS can be greatly reduced, resulting in better performance of macrocell users. Due to these great benefits, massive MIMO HetNet has drawn considerable attention recently [2], [5], [9]–[14].

However, another advantage of massive MIMO HetNet has not been well considered in the literature, which is its high potential for energy savings. With the rapid growth of wireless traffic and development of data-intensive services, the power consumption of wireless networks has significantly increased, which not only generates more CO2 emission, but also raises the operating expenditure of wireless operators. As a result, energy saving, or energy efficiency (EE), becomes a rising concern for the design of wireless networks [15]. A few schemes have been proposed to improve the EE of massive MIMO HetNets, such as optimizing the beamforming weights [9] or optimizing user association [12].

In this paper, we aim to improve the EE of massive MIMO HetNets from the perspective of dynamic ON-OFF switching of BS’s. Due to the high potential for spatial-reuse, SBS’s are expected to be densely deployed, resulting in considerable energy consumption. As the traffic demand fluctuates over time and space [16], [17], many SBS’s are under-utilized for certain periods of a day, and can be turned off to save energy and improve EE. A unique advantage of massive MIMO HetNet is that the MBS can provide good coverage for users that are initially served by the turned-off SBS’s. However, as more SBS’s are turned off, more users will be served by the MBS. As these users need to send pilot to the MBS, the number of symbols dedicated to the pilot in the transmission frame will be increased, resulting in decreased data rate [14]. Due to this trade-off, the SBS ON-OFF switching strategy should be carefully determined to balance the tension between energy saving and data rate performance.

We propose a scheme called BOOST (i.e., BS ON-OFF Switching sTrategy) to maximize the EE of a massive MIMO HetNet, by jointly optimizing BS ON-OFF switching, user association, and power control. We fully consider the special properties of massive MIMO HetNet in problem formulation, develop effective cross-layer optimization algorithms, and pro-
vide insights on the solution algorithms.

The joint SBS ON-OFF switching, user association, and power control is formulated as a mixed integer programming problem by taking account of the key design factors. We first propose a centralized solution algorithm, in which an iterative framework with proven convergence is developed. With given BS transmit power, the original problem becomes an integer programming problem. To solve the problem with two sets of variables, we relax the integer constraints and transform it into a convex optimization problem. Then, we decompose the relaxed problem into two levels of problems. The lower level problem determines the user association strategy that maximizes the sum rate under given SBS ON-OFF states, the higher level problem updates the SBS ON-OFF strategy based on user association. We derive the optimal solution to the lower level problem with a series of transforms and Lagrangian dual methods. At the higher level problem, we update the SBS ON-OFF states with a subgradient approach. The iteration between the two levels is proven to converge with a guaranteed speed. We then round up the solutions of SBS ON-OFF states to obtain a near-optimal solution to the original problem. With given BS ON-OFF states and user association, on-off states to a guaranteed speed. We then round up the solutions of SBS ON-OFF states to obtain a near-optimal solution to the original problem. We focus on a cooperative multi-cell network, and we focus on a tagged cooperative multi-cell network, and we focus on a tagged SBS (indexed by \( j \) and \( K \) mobile users (indexed by \( k = 1, 2, \ldots, K \)).

We define binary variables for user association as

\[
x_{k,j} = \begin{cases} 
1, & \text{user } k \text{ is connected to BS } j \\
0, & \text{otherwise}, 
\end{cases}
\]

where \( k = 1, 2, \ldots, K \), \( j = 0, 1, \ldots, J \). (1)

The MBS is always turned on to guarantee coverage for users in the macrocell. On the other hand, the SBS’s can be dynamically switched on or off for energy savings.

The SBS ON-OFF indicator, denoted as \( y_j \), is defined as

\[
y_j = \begin{cases} 
1, & \text{SBS } j \text{ is on} \\
0, & \text{SBS } j \text{ is off}, 
\end{cases}
\]

where \( j = 1, 2, \ldots, J \). (2)

The MBS is equipped with \( M_0 \) antennas and adopts linear zero-forcing beamforming. The SBS is equipped with single-antenna and serves multiple users with different time-frequency resources. We consider orthogonal spectrum allocation between the two tiers, where macrocell and small cells operate on different spectrum bands [18]–[20].

In the transmission frames of a macrocell user equipment (MUE), a certain number of symbols are dedicated for pilot transmission [6], [21]. Suppose there are \( N \) symbols in a frame and \( B \) symbols are used as pilot, then the proportion of time for data transmission is \( 1 - \frac{B}{N} \). According to [21], [22], the total number of users that can served by a massive MIMO system is determined by the number of available uplink (UL) pilots, and \( B \) is proportional to the number of MUEs.\(^1\) Specifically, \( B = \beta \sum_{k=1}^{K} x_{k,0} \), where \( \beta \) is the pilot reuse factor across different macrocells. Without loss of generality, we assume \( \beta = 1 \). \( \gamma_{k,0} \) be the average SNR of user \( k \) connecting to the MBS. In this paper, we focus on a widely used model based on zero-forcing precoding. More sophisticated SINR models can be found in [21], [24]–[26]. The downlink normalized average achievable data rate of user \( k \), when it connects to the MBS, is given as [10], [11], [27]

\[
C_{k,0} = \left( 1 - \sum_{k=1}^{K} x_{k,0} \left( \frac{T'}{T} \right) \right) \left( \frac{T}{T} \right) \log \left( 1 + \frac{M_0 - S_0 + 1}{S_0} \gamma_{k,0} \right),
\]

where \( T \) is the duration of a frame and \( T' \) is the interval of a symbol, which corresponds to the time spent to transmit pilot for one user. The interval of a symbol consists of \( T_u \) for useful symbol and \( T_g = T' - T_u \) for guard interval. \( M_0 \) is the number of antennas at MBS, \( S_0 \) is the beamforming size, which serves as an upper bound for the number of users that can be simultaneously served by the MBS. Then, \( M_0 - S_0 + 1 \) is the antenna array gain of massive MIMO. We assume that the channel state information (CSI) is collected by the MBS via uplink pilot (i.e., a time division duplex (TDD) system), so that the MBS can obtain \( \{ \gamma_{k,0} \} \).

We assume that the SBS’s adopt frequency division multiple access (FDMA), in which the spectrum of SBS \( j \) is divided into \( S_j \) channels and each of its user is allocated with at least one channel. Thus, the number of users that can be served by SBS \( j \) is upper bounded by \( S_j \). In general, proportional fairness is considered as the objective for intra-cell resource allocation. Then equal spectrum allocation is optimal, where each user uses a proportion \( \frac{1}{\sum_{k=1}^{K} x_{k,j}} \) of the entire spectrum [27], [28]. Let \( P_j^T \) be the transmit power of SBS \( j \), then the SINR of user \( k \) served by SBS \( j \) is

\[
\gamma_{k,j} = \frac{P_j^T \hat{H}_{k,j}}{\sum_{l \neq j} P_l^T \hat{H}_{k,l}} + \frac{1}{N_0 + \sum_{l \neq j} P_l \hat{H}_{k,l}},
\]

where \( \hat{H}_{k,j} \) is the average channel gain between BS \( j \) and user \( k \) [27], [28]. Thus, for a user \( k \) connecting to SBS \( j \), the

\(^1\) Consider a cellular network with frequency use factor 1 as an example. To guarantee the orthogonality between pilots of different UEs, one can either assign mutually orthogonal sequences that span over all available time-frequency blocks to the pilots of UEs, or assign one unique time-frequency block (which should be no larger than a coherence block) to each UE. In both cases, the number of UEs that can be simultaneously served is no larger than \( B \cdot N_{\text{smooth}} \), where \( N_{\text{smooth}} \) is the number of subcarriers in a coherence frequency. In prior works [21]–[22], the pilot of each user is assigned with one OFDM symbol, then \( \sum_{k=1}^{K} x_{k,0} \leq B \). To fully utilize all pilot symbols, we further have \( \sum_{k=1}^{K} x_{k,0} = B \).
downlink normalized achievable data rate of the user can be written as
\[ C_{k,j} = \frac{\log(1 + \gamma_{k,j})}{\sum_{k=1}^{K} x_{k,j}} = \frac{R_{k,j}}{\sum_{k=1}^{K} x_{k,j}}, \quad j = 1, 2, \ldots, J, \tag{4} \]
where \( R_{k,j} \equiv \log(1 + \gamma_{k,j}), \quad j = 1, 2, \ldots, J. \)

In this paper, we consider three time scales: the period of BS on-off switching, \( T_1 \); the period of user association and power control update, \( T_2 \); and the period of CSI acquisition, \( T_3 \). Since it is infeasible to turn on/off a BS frequently, \( T_1 \) is much larger than \( T_2 \). Before the update user association, the time averaged SNR or SINR of each user is measured within an interval of \( T_3 \) to offset the effect of fast fading.

The power consumption model of HetNets is studied in [29]. The power consumption of a BS consists of a static part and a dynamic part. The static part is the power required for the operation of a BS once it is turned on, e.g., used by the cooling system, power amplifier, and baseband units. The dynamic part is mainly powered by the radio frequency unit. Thus, the total power consumption of the HetNet is \( P = \text{const} \cdot T + P_{\text{power control update}} \),
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We first show that problem $P_2$ is a convex problem so that dual methods can be applied.

**Lemma 1:** Problem $P_2$ is a convex optimization problem.

*Proof:* The objective function of problem $P_2$ has two parts. In the first part, we first consider the sum rate expression inside the log function,

$$E = -\frac{T}{K} \left( \sum_{k=1}^{K} x_{k,0} C_{k,0} + \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \hat{C}_{k,j} \right).$$

It is a combination of two parts: a linear function of $x$ and the term $E_0 + \sum_{k=1}^{K} x_{k,0} R_{k,0}$, where $R_{k,0} = \log(1 + \frac{K}{\Delta_k} \rho / \gamma_{k,0})$. The Hessian of $E$ is given by

$$H_{KxK} = -\frac{T}{T_k} \begin{pmatrix} R_{1,0} + R_{2,0} & \cdots & R_{1,0} + R_{K,0} \\ \vdots & \ddots & \vdots \\ R_{1,0} + R_{K,0} & \cdots & R_{2,0} + R_{K,0} \end{pmatrix}.$$

Let $z = [z_1, z_2, \ldots, z_k]^T$ be an arbitrary non-zero vector. We have $z^T H z < 0$, which inequality holds if the sequence $\{z_k\}$ is the optimum of the problem $P_2$ is a concave function. The second part, given as $-\log \left( P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j \right)$, is a log-sum-exp, which is concave according to [35]. Therefore, the objective function is concave. Constraint $\log x_{k,j} - \tilde{y}_j \leq 0$ is a concave function, the other constraints are linear functions. Thus, problem $P_2$ is a convex optimization problem. 

In problem $P_2$, the decision variables $x_{k,j}$ and $\tilde{y}_j$ are coupled in the constraints, which are difficult to handle directly. Besides, the objective function includes a weighted sum of quadratic expressions, which is highly complex. To obtain the optimal solution of problem $P_2$, we introduce an auxiliary variable $Q_0 = \sum_{k=1}^{K} x_{k,0}$. Then, both $Q_0$ and $\tilde{y}_j$ are coupling variables with $x_{k,j}$. To decouple the variables, we decompose problem $P_2$ into two levels of subproblems. At the lower-level subproblem, we find the optimal solution of $x$ for given values of $\tilde{y}$ and $Q_0$. Based on the solution at the lower-level subproblem, we obtain the optimal values of $\tilde{y}$ and $Q_0$ at the higher-level subproblem through a subgradient approach.

1) **Lower-level of Problem $P_2$: The Optimal Solution of $x$ with Given $\tilde{y}$ and $Q_0$:** For given values of $\tilde{y}$ and $Q_0$, the lower-level subproblem of problem $P_2$ is given as

$$P_3 : \max_{\{x_{k,j}\}} \left\{ \log \left( \sum_{k=1}^{K} x_{k,0} C_{k,0} + \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \hat{C}_{k,j} \right) - \log \left( P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j \right) \right\}$$

s.t.: \(13\) and \(17\) and

$$\sum_{k=1}^{K} x_{k,0} = Q_0. \quad (19)$$

We take a partial relaxation on the constraints on $Q_0$ and $\tilde{y}_j$, i.e., \(17\) and \(19\). The dual problem of $P_3$ is given by

$$P_3\text{-Dual:} \min_{\{\lambda, \mu\}} \left( \lambda, \mu \right),$$

where $\lambda$ and $\mu$ are the Lagrangian multipliers for constraints \(15\) and \(19\), respectively; and $g(\lambda, \mu)$ is given by

$$g(\lambda, \mu) = \max_{\{x\}} \left\{ \log \left( \sum_{k=1}^{K} x_{k,0} C_{k,0} + \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \hat{C}_{k,j} \right) - \log \left( P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j \right) + \mu \left( Q_0 - \sum_{k=1}^{K} x_{k,0} \right) \right\}.\quad (20)$$

The optimal solution of $P_3\text{-Dual}$ can be obtained with the following subgradient method.

$$\lambda_{k,j}^{t+1} = \lambda_{k,j}^t - \frac{\lambda_{k,j}^t - g(\lambda^t, \mu^t)}{\| \delta_{k,j}^t \|} \left( \log x_{k,j} - \tilde{y}_j \right),$$

$$\mu^{t+1} = \mu^t + \frac{g(\lambda^t, \mu^t)}{Q_0 - \sum_{k=1}^{K} x_{k,0}} \left( \sum_{k=1}^{K} x_{k,0} - Q_0 \right), \quad \quad (21)$$

where $\| \cdot \|^2$ is the vector of gradients of $\{\lambda_{k,j}\}$ given as $[y_1 - \log x_{k,1}, \ldots, y_J - \log x_{k,J}]^T$. Since $\lambda^*$ and $\mu^*$ are unknown before solving the problem, we use the mean of objective values of the primal and dual problems as an estimate for $g(\lambda^*, \mu^*)$ and $g(\lambda^t, \mu^*)$ [28]. $g(\lambda, \mu)$ can be obtained by solving the following problem

$$P_4 : \max_{\{x\}} \mathcal{L}(x, \lambda, \mu) \quad \text{s.t.} \ (13), (14), \text{and} \ (16), \quad (22)$$

where $\mathcal{L}(\cdot)$ is the Lagrangian function. With given $\lambda_{k,j}, \mu$, and $Q_0$, problem $P_4$ is a standard convex optimization problem which can be solved using KKT conditions.

**Lemma 2:** The sequence $g(\lambda^t, \mu^t)$ converges to $g(\lambda^*, \mu^*)$ with a speed faster than $\{1/\sqrt{t}\}$ as $t$ goes to infinity.

*Proof:* The vector form of (21) is given as $\lambda^{t+1} = \lambda^t + g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*) \delta_{\lambda}^t$. Consider the optimality gap of $\lambda$, we have

$$\| \lambda^{t+1} - \lambda^* \|^2 \leq \left( \frac{g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*)}{\| \delta_{\lambda}^t \|} \right)^2 \| \delta_{\lambda}^t - \lambda^* \|^2$$
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where inequality (a) is due to convexity of problem $P_3$-dual. $\delta_\lambda$ is an upper bound for $\delta_\lambda^t$. Since $\lim_{t \to \infty} \lambda^{t+1} = \lim_{t \to \infty} \lambda^t$, it follows that $\lim_{t \to \infty} g(\lambda^t, \mu^t) = g(\lambda^*, \mu^*)$. Summing the above inequality over $t$, we have

$$\sum_{t=1}^{\infty} \left( g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*) \right) \leq \delta_\lambda^* \left( |\lambda^t|^2 - |\lambda^*|^2 \right).$$

Suppose $\lim_{t \to \infty} g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*) > 0$ for contradiction. There must be a sufficiently large $t'$ and a positive number $\xi$ such that $g(\lambda^{t'}, \mu^{t'}) - g(\lambda^*, \mu^*) > \xi$, $\forall t \geq t'$. Taking the square sum from $t'$ to $\infty$, we have

$$\sum_{t=t'}^{\infty} \left( g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*) \right)^2 \geq \xi^2 \sum_{t=t'}^{\infty} 1 = \infty.$$

It is obvious that (24) contradicts with (23). Thus, the assumption does not hold and we have

$$\lim_{t \to \infty} g(\lambda^t, \mu^t) - g(\lambda^*, \mu^*) = 0,$$

this indicates that the convergence speed of the sequence $g(\lambda^t, \mu^t)$ is faster than that of $1/\sqrt{t}$.

Note that, the updates of $\lambda$ and $\mu$ are independent, and are performed in parallel. Applying the same analysis to $\mu$, we conclude that $g(\lambda^t, \mu^t)$ converges to $g(\lambda^*, \mu^*)$ with a speed faster than that of $1/\sqrt{t}$ as well.

2) Higher-level of Problem $P_2$: The Optimal Solution of $\tilde{y}$ and $Q_0$: We first show that the duality gap between the lower level subproblem $P_3$ and its dual, problem $P_3$-Dual, is zero.

**Lemma 3:** Strong duality holds for problem $P_3$.

**Proof:** It can be easily verified that there exists a feasible $x$ such that all linear constraints are satisfied while inequalities hold (15), the problem is strictly feasible. Thus, the Slater’s condition is satisfied and strong duality holds.

Let $f(x)$ be the objective function of problem $P_3$ for a given $x$. In the higher-level subproblem of problem $P_2$, we find the optimal $\tilde{y}$ and $Q_0$ by solving the following problem.

**P5:** $\max_{\tilde{y}, Q_0} f(x(\tilde{y}, Q_0)).$

**Lemma 4:** Problem $P5$ can be solved with the following subgradient method.

$$Q_{0}^{t+1} = Q_0^t + f(\tilde{y}^t, Q_0^t) - f(\tilde{y}^t, Q_0^t)\gamma^t,$$

$$\tilde{y}^{t+1} = \tilde{y}^t + f(\tilde{y}^t, Q_0^t) - f(\tilde{y}^t, Q_0^t)\nu^t,$$

with $\nu^t = \left[ \sum_{k=1}^{K} \lambda_{k,1}^t - \frac{P_{0}e^{\bar{y}_{k}^t}}{P_{0} + \sum_{j=1}^{\bar{y}_{k,j}^t}}, \ldots, \sum_{k=1}^{K} \lambda_{k,J}^t \right]^T$ and $\gamma^t = \mu^t - \frac{T}{K} \sum_{k=1}^{K} \sum_{j=0}^{\bar{y}_{k,j}^t} C_{k,j}$.

Note that, $Q_0$ has to be an integer no greater than $S_0$ due to constraint (7). After $Q_0$ converges, the final value of $Q_0$ is rounded up to the integer which achieves a greater value of objective function and no larger than $S_0$. The update given by (27) should project to the feasible regions of $Q_0$ and $\tilde{y}$, and terminates if the boundary values are obtained.

**Proof:** In (27), $\tilde{y}$ and $Q_0$ are updated in parallel and independently. We first show that $Q_0$ can updated with the subgradient approach given in (27).

Let $x^*(Q_0')$ be the optimal solution to problem $P4$ for a given value of $Q_0' = \sum_{k=1}^{K} x_{k,0}$, and $f^*(Q_0')$ be the optimal objective value with solution $x^*(Q_0')$. Consider another feasible solution $x$ to problem $P4$ with $Q_0 = \sum_{k=1}^{K} x_{k,0}$, the following equalities and inequalities hold.

$$f^*(Q_0') \overset{(a)}{=} \mathcal{L}(x^*(Q_0'), \lambda^*(Q_0'), \mu^*(Q_0'))$$

$$\overset{(b)}{\geq} \mathcal{L}(x(Q_0), \lambda^*(Q_0), \mu^*(Q_0'))$$

$$\overset{(c)}{\geq} f(x(Q_0))$$

$$\overset{(d)}{\geq} f(x(Q_0))$$

where equality (a) is due to strong duality, inequality (b) is due to the optimality of $x^*$, inequality (c) is because $-\frac{T}{K} \sum_{k=1}^{K} x_{k,0} R_{k,0} / \sum_{k=1}^{K} x_{k,0} C_{k,0}$ is a gradient of $f(x(Q_0))$ as a function of $Q_0$ with given $x$, and inequality (d) is due to the constraints of problem $P4$ and the non-negativity of $\lambda$. Note that, (d) holds for any $x$ such that $\sum_{k=1}^{K} x_{k,0} = Q_0$.

In particular, we have

$$f^*(Q_0') \overset{(a)}{=} \max_{\sum_{k=1}^{K} x_{k,0} = Q_0} \left\{ f(x) \right\}$$

$$+ \left( \mu^* - \frac{T'}{T} \sum_{k=1}^{K} \frac{x_{k,0} R_{k,0}}{\sum_{k=1}^{K} x_{k,0} C_{k,0}} \right) (Q_0' - Q_0).$$
\[ f^*(Q_0) + \left( \mu^* - \frac{T'}{T} \sum_{k=1}^{K} x_{k,0} R_{k,0} \right) (Q_0' - Q_0). \] (28)

It follows (28) that
\[ f^*(Q_0) \leq f^*(Q_0') + \left( \mu^*(Q_0') - \frac{T'}{T} \sum_{k=1}^{K} x_{k,0} (Q_0') R_{k,0} \right) (Q_0' - Q_0). \] By definition, \( \mu^*(Q_0') - \frac{T'}{T} \sum_{k=1}^{K} x_{k,0} (Q_0') R_{k,0} \) is a subgradient of \( f^*(Q_0) \).

Therefore, \( Q_0' \) can be updated with the approach given in (27).

Then, we consider the update of \( \tilde{y} \). The objective function of problem P2 has two parts. The first part, \( \log(\sum_{k=1}^{K} \sum_{j=0}^{J} x_{k,j} C_{k,j}) \), is an indirect function of \( \tilde{y} \); the second part, given as \(- \log(P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j)\), is a differentiable function of \( \tilde{y} \). Then, a primal decomposition can be applied to maximize the two parts separately.

Denote \( D^*(\tilde{y}) \) as the optimal value of the first part with given \( \tilde{y} \). Let \( x^*(\tilde{y}) \) be the optimal solution to problem P2 for a given \( \tilde{y} \) and \( x \) be another feasible solution for given \( \tilde{y} \). Then, we have the following inequalities and equalities.

\[ D^*(\tilde{y}) = D(x^*(\tilde{y})) = \mathcal{L}(x^*, \lambda^*(\tilde{y})) \geq \mathcal{L}(x, \lambda^*(\tilde{y})) \]

\[ = D(x) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y})(\tilde{y}' - \varphi_k) \]

\[ = D(x) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y})(\tilde{y}' - \varphi_k) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y})(\tilde{y}' - \tilde{y}) \]

\[ \geq D(x) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y})(\tilde{y}' - \tilde{y}), \quad \text{(29)} \]

where \( \varphi_k = [\log x_{k,1}, \log x_{k,2}, \ldots, \log x_{k,J}]^T \) and \( \lambda_{k,0}^*(\tilde{y}) \) is the \( k \)th row of \( \lambda^*(\tilde{y}) \). In particular, we have

\[ D^*(\tilde{y}) \geq \max_{x \varphi \tilde{y}} \left\{ D(x) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y}' - \tilde{y}) \right\} \]

\[ = D^*(\tilde{y}) + \sum_{k=1}^{K} \lambda_{k,0}^*(\tilde{y}' - \tilde{y}). \quad \text{(30)} \]

Thus, \( \sum_{k=1}^{K} \lambda_{k,0}^*[i] \sum_{k=1}^{K} \lambda_{k,J}^*[i] \) is a subgradient of \( y \) as a function of \( D^*(\tilde{y}) \).

The second part of the objective function of problem P2 is a differentiable concave function. We have

\[ -\log \left( P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j \right) \]

\[ \leq -\log \left( P_0 + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j \right) + \sum_{j=1}^{J} e^{\tilde{y}_j} P_j (\tilde{y}_j - \tilde{y}) \]

According to the principles of primal decomposition, \( \tilde{y} \) can be updated by combining (30) and (31) to achieve its optimal value. Thus, \( \nu \) is a subgradient of the objective function of problem P2 as a function of \( \tilde{y} \). We conclude that problem P5 can be solved with (27).

Using the same approach for \( \lambda \) and \( \mu \), we can also prove that \( \tilde{y} \) and \( Q_0 \) converge faster than the sequence \( \{1/\sqrt{t}\} \).

**Theorem 1:** The complexity of solving problem P2 is upper bounded by \( 1/(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \), where \( \varepsilon_1 \) is the threshold of convergence for \( \tilde{y} \) and \( Q_0 \); \( \varepsilon_2 \) is the threshold of convergence for \( \lambda \) and \( \mu \); and \( \varepsilon_3 \) is the threshold of convergence for the dual variables of problem P4.

**Proof:** According to Lemma 2 and (25), for a sufficiently large \( t \) and a sufficiently small \( \varepsilon_2 \), the optimality gap is smaller than \( 1/\sqrt{t} \). Thus, when \( 1/\sqrt{t} > \varepsilon_2 \), the optimality gap, \( g(\lambda^*, \mu^*) - g(\lambda^*, \mu^*) \), is guaranteed to be smaller than \( \varepsilon_2 \). Consequently, we have \( \varepsilon < 1/\varepsilon_2 \), it takes less than \( 1/\varepsilon_2 \) steps for the sequence \( g(\lambda^*, \mu^*) \) to achieve an optimality gap that is less than \( \varepsilon_2 \). In the same way, the number of updates for \( \{\tilde{y}, Q_0\} \) and the dual variables in problem P4 are upper bounded by \( 1/\varepsilon_1^2 + 1/\varepsilon_2^2 \), respectively.

In the proposed scheme, each update of \( \tilde{y} \) and \( Q_0 \) requires a set of optimal \( \lambda \) and \( \mu \) under the current \( \tilde{y} \) and \( Q_0 \); each update of \( \lambda \) and \( \mu \) requires the solution of problem P4 under the current \( \lambda \), \( \mu \) and \( \varepsilon \). Thus, the total number of variable updates is upper bounded by \( 1/(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \). Therefore, the complexity of solving problem P2 is upper bounded by \( 1/(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \).

3) **Near Optimal Solution of y:** With the optimal solution of \( y \) for problem P2, the optimal y with \( 0 \leq y_j \leq 1 \) \( j = 1, 2, \ldots, J \) can be obtained. However, it is highly possible that not all the values of \( \{y_j\} \) are 0-1 integers. To determine the actual SBS ON-OFF states, we develop a heuristic scheme to obtain an near optimal integer solutions of \( y \).

Consider the update of \( y_j^{[l]} \), the subgradient is given as \( \sum_{k=1}^{K} \lambda_{k,j}^{[l]} - \frac{P_j e^{y_j^{[l]}}}{P_0 + \sum_{j=1}^{J} P_j e^{y_j^{[l]}}} \). The first part can be interpreted as a measure for the sum rate of all users served by SBS \( j \) with the current value of \( y_j \). This is because the value of \( \lambda_{k,j} \) is determined by the value of \( x_{k,j} \) as indicated in (21), and a large \( x_{k,j} \) indicates that a large rate can be achieved if user \( k \) connects to BS \( j \). The second part is a measure of the power consumption of SBS \( j \). Thus, an SBS with large value of \( y_j \) has a better capability of providing high sum rate with relatively small power, i.e., being more energy efficient.

Based on this observation, we propose a heuristic scheme to find the set of SBS’s to be turned on that achieve the highest EE. Denote the number of SBS’s that are turned on as \( \kappa \), which is an integer between 0 and \( J \). For a given \( \kappa \), we choose to turn on the first \( \kappa \) SBS’s with the largest values of \( y_j \), i.e., set \( y_j = 1 \) for these SBS’s and \( y_j = 0 \) for other SBS’s. Then, we evaluate the system EE under different values of \( \kappa \), and find the one with the largest value. Note that, to calculate the EE, we need to acquire the user association strategy under integral \( y \), which will be discussed in the following part. Once the optimal \( \kappa \) is obtained, the corresponding set of SBS’s that are turned on is determined, we have a near-optimal solution of \( y \). The procedure is summarized in Algorithm 1.

The solution produced by Algorithm 1 is expected to be very close to the optimal solution, or be the optimal solution for a network that is not ultra-dense. In such a network, the overlap of coverages of different SBS’S is small. Thus, for most users, there is one SBS that can provide a much higher data rate than other SBS’s. The mutual impact of ON-OFF states of different SBS’S is very limited. As a result, the case of partial user association, \( 0 < x_{k,j} < 1 \), would be rare; due to the constraint \( x_{k,j} \leq y_j \), the number of \( y_j \)’s in (0, 1) would
be small. Since the SBS's can be regarded as independent to each other, turning on the SBS's with the largest values of \( y_j \) would achieve the highest EE. In particular, when the powers of all SBS's are the same, the proposed approach is optimal, since the set of SBS's that provide most performance gain are turned on. Based on Theorem 1, an upper bound for the complexity of Algorithm 1 is \( J/(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \).

B. Optimal User Association with Given BS ON-OFF States and SBS Transmit Power

Considering that the timescale for updating of user association is much smaller than that of BS ON-OFF switching, user association is performed with a given set of BS ON-OFF states. With given SBS transmit power, the user association problem is formulated as

\[
\text{P6 : } \max_{\{x\}} \sum_{k=1}^{K} \sum_{j=0}^{J} x_{k,j} C_{k,j} \tag{32}
\]

s.t.: \((6) - (10)\)

Since \( \{x_{k,j}\} \) and \( \{y_j\} \) are 0-1 integers, a special property can be used to simplify the problem. Consider the constraint \( x_{k,j} \leq y_j \). When \( y_j = 1 \), \( x_{k,j} \leq y_j \) is always satisfied, and this constraint can be removed; when \( y_j = 0 \), \( x_{k,j} \) must be 0 for all \( k \). Thus, the SBS's that are turned on, i.e., \( y_j = 0 \), can be excluded from the problem formulation. Define \( \Theta \) as the set of active SBS's, \( \Theta = \{ j \mid y_j = 1 \} \). We re-index the active SBS's by \( \{ j = 1, \ldots, |\Theta| \} \). Same as P2, we relax the integer constraints on \( x_{k,j} \) and introduce the auxiliary variable \( Q_0 = \sum_{k=1}^{K} x_{k,0} \). Problem P6 can be reformulated as

\[
\text{P7 : } \max_{\{x\}} \left\{ \frac{1}{\nu_j + \psi_j(n)} - \frac{I_j(n) + \sigma^2}{H_j(n)} \right\} \tag{33}
\]

s.t.: \( \sum_{j=0}^{J} x_{k,j} \leq \overline{S}_j, \quad j = 0, 1, \ldots, |\Theta| \)

\( \sum_{j=0}^{J} x_{k,j} \leq \overline{S}_j, \quad j = 0, 1, \ldots, |\Theta| \)

C. Power Control with Given SBS ON-OFF States and User Association

The interference between different small cells is a major factor that impacts the EE, especially when the SBS's are densely deployed. To mitigate such interference, we employ a power control approach called iterative water-filling (IWF) [36]. As the multi-cell power control problem is non-convex, the IWF method uses the first-order derivative condition to derive the relations of powers of different BS's. The transmit power of SBS \( j \) on channel \( n \), \( P^T_j(n) \), is given as

\[
P^T_j(n) = \left( \frac{1}{\nu_j + \psi_j(n)} - \frac{I_j(n) + \sigma^2}{H_j(n)} \right)^+ \tag{38}
\]

where \( \nu_j \) is the Lagrangian multiplier corresponding to the constraint \( P^T_j \leq P^T_{\text{max}} \). \( \psi_j(n) \) summarizes the effect of interference caused by SBS \( j \) to users in other SBS's, \( I_j(n) \) accounts for the interference from other SBS's, \( H_j(n) \) is the channel power gain between SBS \( j \) and the user that uses channel \( n \). In each small cell, the channels are randomly allocated to users.

We begin the iteration between \( \{x, y\} \) and \( P_T \) with the case that all SBS's are turned on, in which the interference level is maximized. With the initial \( y \), we then obtain the initial \( x \) and \( P_T \). In the next iteration, we use the initial \( P_T \) to obtain \( \{x, y\} \) by considering the SBS's that are still active. Thus,
as the iterative process continues, more SBS’s are turned off. As we can see from (38), $P_j^T(n)$ increases as the interference level decreases, and vice versa. Thus, $P_j^T(n)$ increases as more SBS’s are turned off. With constraint $P_j^T \leq P_{\text{max}}$, $P_j^T(n)$ is bounded for all $n$. Thus, the iteration process is guaranteed to converge.

IV. DISTRIBUTED SOLUTIONS

In this section, we propose two distributed schemes based on a user bidding approach and a wireless service provider (WSP) pricing approach, respectively.

A. User Bidding Approach

We assume that the utility of each user $k$ is positively correlated to the achievable rate $C_{k,j}$ and user $k$ always seeks to maximize $C_{k,j}$. The preference list of user $k$ is determined by the $C_{k,j}$ values for different $j$. For instance, if $j^* = \arg \max_j \{C_{k,j}\}$, BS $j^*$ is on top of user $k$’s preference list. The preference list of BS $j$ is also determined by $C_{k,j}$ in a similar way. Denote the price paid by user $k$ to BS $j$ as $p_{k,j}$. It is reasonable to assume that $p_{k,j}$ is an increasing function of $C_{k,j}$. The utility of BS $j$ is defined as the payments made by all its connected users subtract the cost of power consumption $q_j$, given by

$$\sum_{k=1}^{K} x_{k,j} p_{k,j} - q_j. \quad (39)$$

To maximize the total utility under the constraint $\sum_{k=1}^{K} x_{k,j} = S_j$, each BS keeps the top $S_j$ bids in its waiting list and reject the others. The repeated bidding game has two stages. In the first stage, each user bids for the top BS in its preference list. Receiving the bids, the BS’s decide whether to hold or reject bids and feedback the decision to users.

In the second stage, if a user has been rejected, the BS that rejected it would be deleted from its preference list. Then, the user bids for the most desirable BS among the remaining ones. Upon receiving the bids, each BS compares the new bids with those in its waiting list, and makes decisions on holding or rejecting the new bids. The rejected users then make another round of bids following the order of their preference lists, and the BS’s again make decisions and feedback to users, and so forth. The bidding procedure is continued until convergence is achieved, i.e., the users in the waiting list of each BS do not change anymore. An upper bound for the complexity of the bidding process is $J \cdot K$, which corresponds to the case that every user bids to every BS.

After convergence of the user association result, each SBS determines the value of its ON-OFF decision variable by comparing the payments and energy cost as follows.

$$y_j = \begin{cases} 
1, & \text{if } \sum_{k=1}^{K} x_{k,j} p_{k,j} > q_j \quad j = 1, 2, \ldots, J. \\
0, & \text{otherwise,}
\end{cases} \quad (40)$$

It can be seen from (40) that SBS $j$ chooses to be turned on only when it is profitable to do so. If SBS $j$ is turned off, the users in the waiting list of SBS $j$ will propose to the MBS. If the number of users in the waiting list of MBS exceeds $S_0$, the MBS would serve the top $S_0$ users with the largest SINRs.

It is obvious that the value of $q_j$ impacts the system performance. When $q_j$ is large, only the SBS’s with a sufficient number of users to be served would be turned on due to the high energy cost; when $q_j$ is small, more SBS’s would be turned on, which potentially result in a low EE. We assume that $q_j$ is predetermined using a database to find the value that maximizes the EE for a given relation between $p_{k,j}$ and $C_{k,j}$ and the traffic pattern.

We next prove that the repeated game converges and an NE can be achieved. Some proofs are omitted due to page limit, refer to [3] for details.

Lemma 6: The sequence of bids made by a user is non-increasing in its preference list.

Lemma 7: The sequence of bids in the waiting list of a BS is non-decreasing in its preference list.

Theorem 2: The repeated game converges.

Proof: Suppose the game does not converge. Then, there must be a user $k$ and a BS $j$ such that: (i) user $k$ prefers BS $j$ to its current connecting BS $j'$, (ii) BS $j'$ prefers user $k$ to user $k'$, who is currently in the waiting list of BS $j$. Under this circumstance, user $k$ is a better choice and BS $j$ can accept the bid of user $k$. User $k$ will bid for BS $j$.

Based on Lemma 7, the sequence of bids received by BS $j$ is non-decreasing. As user $k$ is a better choice than user $k'$ for BS $j$ while user $k$ is not in the waiting list, it must be the case that user $k$ has never bidden for BS $j$. Since user $k$ prefers BS $j$ to BS $j'$, user $k$ must bid for BS $j$ prior to BS $j'$. We conclude that user $k$ also has never bidden for BS $j'$. However, user $k$ is currently in the waiting list of BS $j'$, indicating that user $k$ has bidden for BS $j'$ before, which is a contradiction. Thus, we conclude that the repeated game converges.

Lemma 8: During any round of the repeated game, if user $k$ bids for BS $j$, it cannot have a better choice than BS $j$.

Theorem 3: The repeated game converges to an NE that is optimal for each user and BS.

Proof: Based on the strategy of BS’s, each BS holds the set of users with the maximum sum payments. For an SBS, if the sum of user payments is less than its power cost, the optimal strategy is to sleep so that the utility is increased from a negative value to zero.

From Lemma 8, if a user is currently in the waiting list of a BS, this BS is the best possible option for the user. Thus, when the game converges, the outcome is the best response of each user. Following Theorem 2, we conclude that the repeated bidding game converges to an NE.

B. Service Provider Pricing Approach

Although the proposed user bidding based approach can be implemented by each user and SBS in a distributed manner, the bidding process generates frequent information exchange between users and SBS’s. To avoid such overhead, we propose a WSP pricing approach in this part by formulating a game between users and WSP. In the pricing game, the WSP sets the price of each BS for each user, with the objective of maximizing its utility. Then, each user decides which BS to connect to...
based on the achievable rate and price. Finally, the SBS’s determine their ON-OFF states by comparing the total payments with energy cost. Compared to the user bidding approach, the WSP pricing approach has a lower communication overhead, but requires more computation at the MBS.

Since the MBS is always turned on to guarantee the basic communication requirements of users, we assume all users pay a pre-determined, constant price \( p_0 \) for connecting to MBS, i.e., \( p_{k,0} = p_0 \), for all \( k \). Based on \( p_0 \), user \( k \) pays an additional fee of \( \eta_{k,j} \) for connecting to SBS \( j \), with the expectation of achieving a higher rate. Thus, if user \( k \) chooses to connect to SBS \( j \), the total price would be \( p_{k,j} = p_0 + \eta_{k,j} \), \( j = 1, 2, \ldots, J \). Let the satisfaction level of a user be a logarithmic function of the achievable rate to capture the diminishing marginal effect [28], then the utility of user \( k \) is

\[
U_k = \sum_{j=0}^{J} w_k \log (C_{k,j}) - p_{k,j},
\]

(41)

where \( w_k \) is a weight that interprets user’s satisfaction level to monetary utility.

Due to the constraint \( \sum_{j=0}^{J} x_{k,j} \leq 1 \), the strategy of a user is to choose the BS that provides the maximum utility. Compared to connecting to the MBS, the additional utility of user \( k \) obtained by connecting to SBS \( j \) is \( w_k \log (C_{k,j}) - w_k \log (C_{k,0}) - \eta_{k,j} \).

Denote the SBS that provides the maximal utility to user \( k \) as \( j^* \), which can be expressed as

\[
j^* = \arg \max_{j} \{ w_k \log (C_{k,j}) - \eta_{k,j} \}.
\]

(42)

Thus, the strategy of user \( k \) is given as:

\[
\begin{align*}
x_{k,j^*} = 1, & \quad \text{if } w_k \log (C_{k,j^*}) - w_k \log (C_{k,0}) \geq \eta_{k,j^*} \\
x_{k,0} = 1, & \quad \text{otherwise.}
\end{align*}
\]

(43)

Here, we assume that a user chooses the SBS when the achievable utility is equal to that of the MBS. From (43), it can be easily verified that the highest payment obtained by SBS \( j \) from user \( k \) is \( w_k \log (C_{k,j}) - w_k \log (C_{k,0}) \).

Define the utility of WSP as the total payments obtained from users subtract the cost of BS power consumption, \( U_{WSP} = \sum_{k=1}^{K} \sum_{j=0}^{J} x_{k,j} p_{k,j} - \sum_{j=1}^{J} y_j q_j \). We assume \( q_j \) and \( w_k \) are the same for all \( j \) and \( k \), respectively. Then, the performance is directly determined by \( w_k/q_j \). We also assume that the optimal \( w_k/q_j \) that achieves the highest EE is predetermined using a database. Since the MBS is always turned on, and each user pays a fixed amount for MBS connection, the utility maximization of WSP is equivalent to the following problem.

\[
P9 : \max_{\{\eta_1, y\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \eta_{k,j} - \sum_{j=1}^{J} y_j q_j
\]

s.t.: (6) \text{ and } (11)

\[
\eta_{k,j} \leq w_k \log (C_{k,j}) - w_k \log (C_{k,0}), \quad k = 1, 2, \ldots, K, \ j = 1, 2, \ldots, J.
\]

(44)

(45)

Problem \( P9 \) is difficult to solve directly since \( x \) is coupled with both \( \eta \) and \( y \). However, using the property of the user association strategy given in (43), it is possible for decouple \( x \) and \( \eta \) through pricing strategy.

**Lemma 9:** The user association can be controlled by WSP with the following pricing strategy.

\[
\eta_{k,j} = \begin{cases} 
\Delta_{k,j}, & \text{if } x_{k,j} = 1 \\
\Delta_{k,j} + \varepsilon, & \text{otherwise}
\end{cases}
\]

(46)

where \( \Delta_{k,j} = w_k \log (C_{k,j}) - w_k \log (C_{k,0}) - \varepsilon \) is an arbitrary positive number.

**Proof:** For a user-SBS pair \( (k, j) \) desired by the WSP, the price \( \eta_{k,j} \) is set to the additional utility achieved by the increased data rate, \( \Delta_{k,j} \). The additional utility that can be achieved by the user is 0. As in (43), this user-SBS pair would be associated. For a user-SBS pair \( (k, j) \) not selected, the WSP sets the price \( \eta_{k,j} \) to a value larger than \( \Delta_{k,j} \). Hence, user \( k \) would not connect to SBS \( j \) since less utility can be obtained than connecting to either the MBS or another SBS.

Denote the objective value of problem \( P9 \) as \( U'_{WSP} \). Since \( \eta_{k,j} \leq \Delta_{k,j} \) holds for all \( k \) and \( j \), an upper bound of \( U'_{WSP} \) is given as \( U' = \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \Delta_{k,j} - \sum_{j=1}^{J} y_j q_j \).

**Lemma 10:** The upper bound of \( U'_{WSP} \) is achievable if the WSP adopts the pricing strategy given in (46).

**Proof:** With the pricing strategy described in (46), the equality \( \Delta_{k,j} = \eta_{k,j} \) holds for all the \( (k, j) \) pairs with \( x_{k,j} = 1 \). Thus, with \( x \) and \( y \) as variables and other constraints remaining the same, the maximum value of \( U'_{WSP} \) equals to the maximum value of \( U' \).

From Lemma 10, we can see that maximizing \( U'_{WSP} \) is equivalent to maximizing \( U' \) with the pricing strategy given in (46). Problem \( P9 \) is reduced to the following problem.

\[
P10 : \max \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \Delta_{k,j} - \sum_{j=1}^{J} y_j q_j
\]

s.t.: (6) \text{ and } (11).

Since \( \Delta_{k,j} \) is coupled with \( x_{k,j} \), we use an iterative approach to decouple these two variables with proven optimality. Let \( C_0 = [C_{1,0}, C_{2,0}, \ldots, C_{K,0}]^T \). At each iteration, we solve problem \( P10 \) for given values of \( C_0 \). Then, \( C_0 \) is updated after each iteration until convergence. For fixed values of \( \log (C_{k,0}), \Delta_{k,j} \) are also fixed for all \( k \) and \( j \). Problem \( P10 \) has a similar structure with the ones presented in Section III. Therefore, we can apply the same decomposition approach to obtain the optimal solution for \( x \) and \( y \). Given the solution of \( x \), the optimal pricing strategy for WSP can be determined by (46). The iterative approach is described in Algorithm 2.

The idea of Algorithm 2 is to search different values of \( C_0 \) and obtain the corresponding \( x \). The search terminates until \( x \) matches the expressions of \( C_0 \). At the beginning, we set \( C_0^{[0]} = \max \left\{ (1 - \frac{K+1}{2}) \sum_{k=0}^{K} \log (1 + \gamma_{k,0}), 0 \right\} \), which corresponds to the case that all users are connected to MBS. Given the initial \( C_0 \), we solve problem \( P10 \) and select a certain set of users to be served by SBS’s based on the solution. As the initial \( C_0 \) is set to the lowest possible value for each \( k \), such a solution achieves the maximum value of \( \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \Delta_{k,j} \). This is because a maximum number of users are selected to connect to SBS so that each \( \Delta_{k,j} \)
becomes its largest possible value. Then, for each user, $C_{k,0}$ is updated to a higher value in the first iteration (3). After updating $\{C_{k,0}\}$, we solve problem P10 in the second iteration. With a higher value of $C_{k,0}$, $\Delta_{k,j} < 0$ is decreased for all $k$ and $j$ and some user-SBS pairs would have negative $\Delta_{k,j}$. Then, these user-SBS pairs would not be selected due to their negative utilities. As a result, these user-SBS pairs would not be selected for WSP due to their negative utilities. Thus, the number of users that switch between SBS and MBS would be decreased compared to the ones in the first iteration. In the next iteration, some users would be selected to connect to the SBS’s again due to the decreased values of $\{C_{k,0}\}$, which in turn increases the values of $\{C_{k,0}\}$ since fewer users are connected to the MBS. Such a process is repeated with all $C_{k,0}$ increase and decrease alternatively until $C_0$ converges.

**Lemma 11:** Algorithm 2 converges to a solution with (3) holds for all $k$.

**Proof:** Case 1 (Special Case): With the initial $C_0$, the solution of problem P10 already satisfies the relation between $C_0$ and $x$ given by (3). Since there is only one iteration, it is obvious that Lemma 11 holds under this case.

**Case 2 (General Case):** Suppose more than one iterations are required, then $C_0$ would be updated for more than one times. As the initial values of $\{C_{k,0}\}$ are set to the lowest, we have $C_{0}^{[0]} \prec C_{t}^{[0]}$ for $t \geq 1$. In particular, $C_{0}^{[0]} \prec C_{2}^{[2]}$. This indicates that some users that are connected to SBS’s in the first iteration would not switch to the MBS in the second iteration. Thus, the number of users that switch between SBS and MBS is decreased from the first to the second iteration. Regarding $C_{0}^{[2]}$ as a set of initial values and applying the same analysis, we have $C_{0}^{[0]} \prec C_{0}^{[2]} \prec C_{0}^{[4]} \prec C_{0}^{[6]} \prec \cdots$. The same result holds for the case when $t$ is an odd number using a similar analysis. Thus, the number of users that switch between SBS and MBS is decreasing for $t \geq 1$, and the number would become zero after a finite number of iterations. This means the solution of $x$ will converge.

**Lemma 12:** Suppose $C_0$ converges after the $t$th iteration. Then, $C_{k}^{[t]}$ is the unique vector that satisfies (3) for all $k$.

**Proof:** Suppose there is another $C_{0}^{[t]}$ that satisfies (3). Without loss of generality, we assume $C_{0}^{[t]} > C_{0}^{[t]}$. On one hand, with (3), we have $\sum_{k=1}^{K} x_{k,0}^{[t]} < \sum_{k=1}^{K} x_{k,0}^{[t]}$. Then, we have $\sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]} < \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]}$. On the other hand, since $C_{0}^{[t]} \succ C_{0}^{[t]}$, we have $\Delta_{k,j}^{[t]} < \Delta_{k,j}^{[t]}$, $k = 1, 2, \ldots, K$, $j = 1, 2, \ldots, J$. As a result, the number of user-SBS pairs with negative $\Delta_{k,j} < 0$ is less than the number of user-SBS pairs with $\Delta_{k,j} < 0$. As discussed, the user-SBS pairs with negative $\Delta_{k,j}$ would not be selected to connect to the SBS due to their negative utilities. Thus, we have $\sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]} < \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]}$, a contradiction.

For the case $C_{0}^{[0]} \prec C_{0}^{[t]}$, we will also get a contradiction. Combine these two cases, we conclude that $C_{0}^{[t]}$ is the only feasible vector.

**Theorem 4:** Algorithm 2 achieves the optimal solution to problem P10.

**Proof:** According to Lemma 12, when $C_0$ converges, the relation between $C_0$ and $x$ described in (3) holds for all $k$.

---

### Algorithm 2: WSP Pricing based User Association and SBS ON/OFF Strategy

1. Initialize $t = 0$.
2. For $k = 1 : K$ do:
3.   
5.   For $j = 1 : J$ do:
6.     
7.     End.
8.     Obtain the optimal $x^{[t+1]}$ and $y^{[t+1]}$ by solving problem P10.
9.     Update $C_0$ as:
10.    
11.    End.
12.    Obtain the optimal $x^{[t+1]}$ and $y^{[t+1]}$ by solving problem P10.
13.    For $k = 1 : K$ do:
14.       
15.       End.
16.       $t = t + 1$.
17.   While ($x$ does not converge) do:
18.     For $j = 1 : J$ do:
19.         
20.         End.
21.     End.
22.     For $k = 1 : K$ do:
23.       
24.       Each user determines which BS to connect to according to (43) at the end.
25.     End.

---

Thus, we can solve problem P10 by fixing $C_0$. Since such $C_0$ is unique, the optimal solution of problem P10 can be obtained with the procedure in Algorithm 2. Since both user and the WSP achieve the maximum utility, we conclude the proposed pricing game achieves an NE.

In Algorithm 2, each user determines which BS to connect in a distributed way. However, the SBS ON-OFF decision is still made by WSP with a centralized approach. To enable each SBS to make its own decision in a distributed pattern, we propose a modified pricing-based user association and SBS ON-OFF strategy. In the modified pricing scheme, we adopt the same iterative approach as the original pricing scheme to decouple $x$ and $C_0$ so that the process is guaranteed to converge. Different from the original pricing scheme, the user association is determined by solving the following problem.

**P11:** $\max_{\{x\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \Delta_{k,j}$, s.t.: (6) – (10). (48)

As discussed in Section III, the constraint matrix of problem P11 is unimodular, the optimal solution of P11 can be obtained by relaxing the integer constraint and solving the linear programming problem. With the solution of $x$, each SBS determines its ON-OFF state with the same strategy as we presented in the bidding game, which is given in (30).

Compared to problem P10, the objective of problem P11 is to maximize the total payments received by WSP, which does not account for the cost of BS power consumption. Thus, the modified pricing scheme does not achieve an NE for the users and WSP since the WSP may not achieve the maximum utility. However, we will show in simulations that the performances of the modified pricing scheme are close to that of the original.
pricing scheme.

V. Simulation Study

We evaluate the proposed centralized and distributed schemes with MATLAB simulations. We use the path loss and SINR models in [10]. The path loss is \((1 + \left(\frac{d}{d_0}\right)^\gamma)^{-1}\) between MBS and a user and \((1 + \left(\frac{d}{d_0}\right)^\gamma)^{-1}\) between an SBS and a user, and the channel experience Rayleigh fading with unit mean power [10]. A 1000m \(\times\) 1000m area is used. The massive MIMO BS is located at the center, the SBS’s are randomly distributed in the area. We consider two cases for user distribution. In the first case, users are uniformly distributed across the area. In the second case, we divide the area into 8 subareas, the number of users in each subarea is a Poisson random variable and the users in each subarea are randomly distributed. Then, we have different user densities in these subareas. The maximum powers of the MBS and SBS’s are set to 40 dBm and 30 dBm, respectively. The number of channels is 50 for SBS’s, thus \(S_j = 50\) for \(j = 1, 2, \ldots, J\). We also set \(S_0 = 100\).

We compare with two heuristic schemes for BS ON-OFF switching strategy. **Heuristic 1** is based on a load-aware strategic BS sleeping mode proposed in [39]. Specifically, SBS \(j\) is turned on with probability \(\min\{\theta_j/S_j, 1\}\), where \(\theta_j\) is the number of users within the coverage of SBS \(j\). **Heuristic 2** is based on a scheme presented in [40], where an SBS is activated whenever there is a user enters its coverage area. We also consider the case that all the SBS’s are always active as a benchmark (termed Always ON). For the Always ON and two heuristic schemes, the user association strategy is determined by the solution in Section III-B. For the distributed schemes, the parameters \(w_j\) and \(q_j\) are set to be the optimal values that achieve the highest EE.

The EEs of different schemes are presented in Figs. 1–4. In Figs. 1 and 2, it can be seen that the EEs of Always ON and Heuristic 2 schemes decrease when the number of SBS’s becomes large, due to the fact that some SBS’s become underutilized. The EEs of the proposed schemes and Heuristic 1 do not decrease as the number of SBS’s grows, since these schemes can dynamically adjust to the traffic demand and turn off the under-utilized SBS’s. As expected, the centralized scheme achieves the highest EE. Note that the EE of Heuristic 2 is close to the Always ON scheme, since an SBS is easily activated when the numbers of users and SBS’s are sufficiently large. The two distributed schemes also achieve high EEs, since activation of SBS’s depends on the payments received from users connecting to these SBS’s. The EE of the user bidding scheme is slightly higher than that of the pricing scheme since each user and SBS has a preference list, the propose and reject processes contribute to a better matching between users and SBS. For the pricing scheme, the decision of users is controlled by the MBS. It is more likely that a user located at the edge of different small cells is served by an SBS with high load while the SBS is not the optimal choice for the user. We also find that the performance of the modified pricing scheme is close to that of the original pricing scheme, especially when the number of SBS is small, showing that the decision made by each SBS is close to the centralized decision made by WSP. Compare Figs. 1 and 2, it can be seen that when the traffic load is varying over subareas, the gaps between the proposed schemes and other schemes are slightly increased since larger gains can be achieved when the traffic demand becomes geographically dynamic.

Figs. 3 and 4 show the EE performance under different numbers of users. We also find that the proposed schemes outperform the other schemes, while the gaps become smaller as the number of users grows. This is because when the traffic load increases, more SBS’s would be activated with the proposed scheme, since they can effectively offload the traffic load from MBS and significantly enhance the sum rate. In case with extremely large number of users, the Always ON scheme would be optimal.

We also evaluate the sum rate of all schemes in Fig. 5. We find that the sum rate is improved as more SBS’s are deployed, due to more offloading and higher average SINR. Obviously, Always ON offers the best performance since it is possible for each user to connect to the BS with the largest achievable rate. The sum rate of the centralized scheme is close to that of Always ON. This is because we choose to turn off the SBS’s that are not energy efficient, i.e., the sum rates of users connecting to these SBS’s are not large enough and it is not worthy to turn on these SBS's. The two distributed schemes also achieve a high sum rate performance, because the SBS’s with negative utility are turned off. Since the sum rates of SBS’s that are turned off are relatively small, the performance loss is small.

In Fig. 6, an example of the repeated user bidding game is given. It can be seen that the game converges after a few number of rounds with the proposed algorithm. Note that, after the bidding game converges after 6 rounds, the utility of the BS’s is slightly increased, due to the fact that some SBS’s with negative utility are turned off. The utility of users is decreased since some SBS’s are turned off and their users are handed over to the MBS.

Fig. 7 shows the convergence of the proposed pricing scheme. The utility of WSP increases and decreases alternatively and finally converges to a unique value after several iterations. The impact of \(q_j\) is shown in Fig. 8. When \(q_j\) is small, most SBS’s would be turned on since the cost of energy consumption is low for each SBS. As \(q_j\) increases, some SBS’s would be turned off to save energy, resulting improved EE.

VI. Conclusions

In this paper, we considered BS ON-OFF switching, user association, and power control to maximize the EE of a massive MIMO HetNet. We formulated an integer programming problem and proposed a centralized scheme to solve it with near optimal solution. We also proposed two distributed schemes based on a user bidding approach and a WSP pricing approach. We showed that an NE can be achieved for these two distributed schemes. The proposed schemes were evaluated with simulations and the results demonstrated their superior performance over benchmark schemes.
Fig. 1. Average system EE versus number of SBS’s for different BS ON-OFF switching strategies: 100 users, uniformly distributed.

Fig. 2. Average system EE versus number of SBS’s for different BS ON-OFF switching strategies: 100 users, non-uniformly distributed.

Fig. 3. Average EE efficiency versus number of users for different BS ON-OFF switching strategies: uniformly distributed users, 10 SBS’s.

Fig. 4. Average system EE versus average number of users for different BS ON-OFF switching strategies: non-uniformly distributed users, 10 SBS’s.

Fig. 5. Average sum rate versus number of SBS’s for different BS ON-OFF switching strategies: 100 users, uniformly distributed.

Fig. 6. Convergence of the repeated bidding game: 100 users and 10 SBS’s.
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