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Abstract

Compressive sensing (CS) refers to the process of reconstructing a signal that is supposed to be sparse or compressible. CS has wide applications, such as in cognitive radio networks. In this paper, we investigate effective CS schemes for the trade-off between energy efficiency and estimation error. We propose an enhancement to a Bayesian estimation approach and an enhancement to the isotonic regression approach that is based on nearly isotonic regression. We also show how to compute the routing matrix for selecting active sensor nodes. The proposed enhancements are evaluated with trace-driven simulations. Considerable gaps are observed between the original approaches and the proposed enhancements in the simulation results. The near isotonic regression method achieves the best performance among all the CS schemes examined in this paper.
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1. Introduction

Compressive sensing (CS) (a.k.a. compressed sensing) refers to the process of reconstructing a signal that is supposed to be sparse or compressible [2]. It has found wide applications in communications and networking. For example, in cognitive radio networks, spectrum sensing is a critical component in dynamic spectrum access and enforcement of spectrum usage and sharing [3, 4, 5, 6, 7]. Given the wide range of activities in space, time, and frequency, it would be extremely challenging and costly to have a full range and dense sampling. In such situations, compressive sensing becomes a powerful tool for efficient spectrum sensing. Generally in a wireless sensor network (WSN), spatially distributed sensors are used to monitor physical or environmental conditions [8, 9]. The sparse signals in wireless sensor networks are obtained by collecting readings from sensor nodes by a server (or, a data processing center) through wireless transmissions. The server will then use CS to process the sparse data to achieve certain design goals (e.g., recovering the missing data).

CS has received considerable interest from the wireless community recently. For example, several CS papers have focused on network optimization and scheduling, where two important factors, i.e., network performance and power consumption, are considered in the design of CS schemes. The objectives of the schemes presented in these papers are to prolong the life time of wireless sensor nodes, while meeting certain network performance requirements. Energy can be conserved by turning off some sensor nodes while keeping the rest active. Network performance can be measured in terms of surveillance quality such as the number of active nodes [10, 11], network coverage [12], the minimum degree of connection [13, 14], and surveillance delay [15, 16]. The proposed schemes usually aim to achieve a trade-off between network performance and power consumption.

Other CS papers have laid emphasis on signal compression and reconstruction. These papers seek a trade-off between compression efficiency and reconstruction quality. For instance, the conventional CS approach is based on orthonormal basis. An important example of this approach is wavelet transform. The original sensor data is compressed and delivered [17]; therefore fewer network resource will be needed for transmitting the compressed data [18, 19, 20].

In this paper, we investigate effective CS schemes for addressing the fundamental trade-off between energy efficiency and estimation error. As discussed, a compressed signal can be obtained by collecting readings from a subset of the deployed sensor nodes, so that the rest of the nodes can be turned off to save energy. At the data processing center, the intact signal is reconstructed via signal estimation. Therefore, there is a fundamental trade-off between how many active nodes to choose (thus how much energy to spend) and the corresponding accuracy of prediction.
Recently, only a few papers have investigated the problem of joint network optimization and signal processing. In [21], sensor nodes are divided into subgroups and all the readings can be recovered from one of the subgroups using isotonic regression. The objective is to maximize the number of subgroups while keeping the estimation error below a tolerable threshold. In [22], nodes are grouped into pairs. In each pair, the node with lower battery capacity goes to sleep, while the node with higher battery capacity estimates the measurement of the sleeping node using linear regression. In [23, 24], the authors investigate the problem of reconstructing a distributed signal through the collection of a small number of sensor readings, where CS is applied in conjunction with principle component analysis. The data of the entire network is recovered with Bayesian estimation.

In particular, we aim to develop effective CS schemes in WSNs and seek to balance the trade-off between energy saving and recovery accuracy, which are in terms of the number of active sensor nodes and the corresponding estimation error. We examine three classes of CS approaches in related work discussed above. We first implement the Bayesian estimation approach presented in [23], and propose an enhancement to this approach by scaling the variance of the sensor readings. We next revisit the isotonic regression approach presented in [21], and propose an improved method based on nearly isotonic regression. Finally, we briefly introduce two polynomial regression approaches, i.e., linear regression and quadratic regression, which are used as benchmarks in the performance evaluation. Bayesian estimation selects active nodes randomly, while isotonic regression chooses active nodes based on estimation errors, which results in better reconstruction quality. Unlike LR and QR, isotonic regression considers the distribution of readings for more accurate estimation. The proposed enhancements are evaluated with trace-driven simulations. We find considerable gaps between the original approaches and the proposed enhancements in the simulation results. We also find that the near isotonic regression method achieves the best performance among all the CS schemes examined in this paper.

The remainder of this paper is organized as follows. In Section 2, we describe the system model and assumptions. We introduce Masiero’s method and its enhancement in Section 3. In Section 4.1, we discuss Koushanfar’s method and the nearly isotonic regression based enhancement. In Section 5, we present two polynomial regression schemes. We evaluate the proposed enhancements with trace-driven simulations in Section 6. Section 7 concludes this paper.

2. System Model and Assumptions

The network model considered in this paper consists of autonomous sensor nodes that are deployed in an area to monitor physical conditions (e.g., spectrum availability) and a data processing center (or, a server), as illustrated in Fig. 1. We assume that the sensor nodes collect information data following a synchronized slot structure. Once a node obtains its data in a time slot, it transmits the data to the data processing center through its wireless interface in the same time slot.

We assume the process of sensing and transmission of one unit of sensor data consumes a certain amount of energy, denoted as $E$, which is a constant. If there are $N$ sensor nodes deployed, the total amount of energy consumed in each time slot is $N \times E$. It is easy to see that a convenient way to conserve energy for the WSN is to reduce the number of active sensor nodes. On the other hand, the data from the idle nodes has to be recovered through CS to ensure certain precision of detection. The estimation errors of the recovered data should meet the minimum precision requirement of the target sensing application. Therefore, there is a fundamental trade-off between the number of active nodes and estimation error.

In the following sections, we introduce three classes of CS approaches and propose enhanced algorithms. The first class is Bayesian Estimation approaches, which focus on energy saving by managing the number of active sensor nodes. Specifically, $L$ active sensor nodes will be chosen from the set of $N$ sensor nodes to collect sensing data in each time slot. The second class includes the Isotonic Regression approaches and the third class is Polynomial Regression approaches, which guarantee the quality of recovered data by controlling the estimation error. With these techniques, we choose as few active sensor nodes as possible, while keeping the estimation error below a prescribed threshold. The notations used in this paper and their definitions are summarized in Table 1.

3. Bayesian Estimation Approaches

In Bayesian Estimation (BE), the parameter set $\theta$ is obtained by maximizing the posterior probability density
3.1. Joint PCA and CS

In the network, the readings of sensor nodes, e.g., the illumination of an outdoor environment, are collected with a fixed sampling rate at discrete times $k = 1, 2, \cdots, K$. Let $x_k \in \mathbb{R}^N$ be an $N \times 1$ vector that contains the measurements collected at time $k$. Then $x_k$ can be considered as an $N$-dimensional stochastic process.

With PCA, the centered $x_k$ can be projected to a new $N \times 1$ variable $s_k$, which is written as

$$s_k = \mathbf{U}^T : (x_k - \bar{x}),$$  

where $\bar{x}$ is the mean of $x$ and $\mathbf{U}$ is an orthonormal matrix whose column vectors are the eigenvectors of the covariance matrix of $x_k$. The eigenvectors are placed in the decreasing order of the corresponding eigenvalues ($\lambda_i$). The mean vector and covariance matrix can be replaced by the sample mean vector and the sample covariance matrix as

$$\bar{x} = \frac{1}{K} \sum_{k=1}^{K} x_k,$$
$$\Sigma = \frac{1}{K} \sum_{k=1}^{K} (x_k - \bar{x})(x_k - \bar{x})^T.$$  

According to the properties of PCA, it can be shown that $s_k^j$, the $i$-th element of $s_k$, is uncorrelated with $s_k^i$. That is,

$$E[s_k^i s_k^j] = E[s_k^i] E[s_k^j] = 0, \ \forall i \neq j.$$  

Furthermore, the elements of $s_k$ are independent of each other if they follow the Gaussian distribution. The joint probability density function (pdf) of $s_k$ can be decomposed into the product of the individual pdfs of its elements. In CS, not all the elements of $x_k$ can be obtained at time $k$ because a portion of sensor nodes are turned off to reduce power consumption. Similarly, we only have partial elements of $s_k$ from the projection of the partial elements of the centered $x_k$. Assume there are $L$ active nodes in the WSN. Let $x_k'$ be an $L \times 1$ vector that collects measurements from the $L$ active nodes. The $L$ active nodes are selected randomly from the $N$ sensor nodes with an $L \times N$ routing matrix $\Phi$, which is a binary matrix comprised of two values 0 and 1. Each row of $\Phi$ has only a single 1 element whose position corresponds to the index of the selected sensor node.

The relationship between $x_k'$ and $x_k$ can be written as

$$x_k' = \Phi x_k.$$  

Let $z_k = x_k' - \Phi \cdot \bar{x}$. Recall that $x_k'$ is a vector containing the measurements from active nodes and $\bar{x}$ is the sample mean vector. Both of them are available at time $k$. Thus, $z_k$ is a known data set at time $k$. By combining Equations (2) and (6), $z_k$ can also be obtained from $s_k$, as

$$z_k = \Phi (x_k - \bar{x}) = \Phi \cdot Us_k.$$  

The objective of this method is to estimate the parameter set $s_k$ from data set $z_k$. The estimate of the parameter

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>The data set</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The sensor parameter set</td>
</tr>
<tr>
<td>$M$</td>
<td>The plausible model</td>
</tr>
<tr>
<td>$N$</td>
<td>The total number of sensor nodes</td>
</tr>
<tr>
<td>$L$</td>
<td>The number of active nodes</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of sampling times</td>
</tr>
<tr>
<td>$E$</td>
<td>Energy consumption for sensing and transmission of one unit of data</td>
</tr>
<tr>
<td>$s_X$</td>
<td>A sensor node $X$ in the network</td>
</tr>
<tr>
<td>$s_Y$</td>
<td>A sensor node $Y$ in the network</td>
</tr>
<tr>
<td>$x_k$</td>
<td>A reading from sensor $s_X$ at time $k$</td>
</tr>
<tr>
<td>$y_k$</td>
<td>A reading from sensor $s_Y$ at time $k$</td>
</tr>
<tr>
<td>$\hat{y}_k$</td>
<td>An estimate of $y_k$</td>
</tr>
<tr>
<td>$x_k$</td>
<td>The readings from all sensor nodes at time $k$</td>
</tr>
<tr>
<td>$\hat{x}_k$</td>
<td>The estimate of $x_k$</td>
</tr>
<tr>
<td>$x'_k$</td>
<td>The readings from active nodes at time $k$</td>
</tr>
<tr>
<td>$s_k$</td>
<td>The principal component of $x_k$</td>
</tr>
<tr>
<td>$s_k^j$</td>
<td>The $i$-th element of $s_k$</td>
</tr>
<tr>
<td>$z_k$</td>
<td>A known data set at time $k$</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>The sample mean vector of $x_k$ over time $k$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>A weighted least-square fit to a vector $y$</td>
</tr>
<tr>
<td>$\hat{\beta}$</td>
<td>The optimal solution to (16)</td>
</tr>
<tr>
<td>$g$</td>
<td>The weight vector</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>The sample covariance matrix of $x_k$ over time $k$</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>The $i$-th eigenvalue of $\Sigma$</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>The routing matrix</td>
</tr>
<tr>
<td>$\ell_{X,Y}$</td>
<td>The estimation error of $s_Y$ based on the readings of $s_X$</td>
</tr>
<tr>
<td>$R$</td>
<td>The relative importance matrix</td>
</tr>
<tr>
<td>$E$</td>
<td>The error matrix</td>
</tr>
<tr>
<td>$C$</td>
<td>The cumulative error matrix</td>
</tr>
</tbody>
</table>
set $s_k$ is denoted as $\hat{s}_k$. Once $\hat{s}_k$ is obtained, the intact signal $x_k$ can be recovered from $\hat{s}_k$ according to (2), as

$$\hat{x}_k = \hat{x} + U \cdot \hat{s}_k,$$

where $\hat{x}_k$ is the estimate of $x_k$. Two types of distribution assumptions of $s_k$ were made in [23], i.e., Gaussian Distribution and Laplace Distribution. They are good models to represent the principal components of typical sensing data. Interested readers are referred to [23] for details.

3.1.2. Laplace Distribution

The authors also assume $s_k$ follow Laplace distribution, denoted as $\mathcal{N}(\mu_1, \sigma_1^2)$. Since $s_k$’s are uncorrelated, they are independent of each other due to the Gaussian assumption. Therefore $p(\theta|\mathcal{M})$, the prior probability, can be computed as:

$$p(\theta|\mathcal{M}) = p(s_k|\mathcal{N}) = \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi\sigma_0^2}} \exp \{-\frac{(s_k - \mu_0)^2}{2\sigma_0^2}\}$$

$$= \frac{1}{(2\pi\sigma_0^2)^{N/2}} \exp \{-\frac{\sum_{i=1}^{N} (s_k^i - \mu_0)^2}{2\sigma_0^2}\}$$

(9)

The mean $\mu_0$ and variance $\sigma_0^2$ of the Gaussian distribution can be estimated from the past $s_l$ ($l < k$). According to (7), the relationship between $z_k$ and $s_k$ can be translated into a likelihood of the form:

$$p(D|\theta, \mathcal{M}) = p(z_k|s_k, \mathcal{N}) = \delta(z_k, \Phi U_l s_k),$$

(10)

where $\delta(x, y)$ is 1 if $x = y$ and 0 otherwise. As discussed, the parameter set $s_k$ is estimated by maximizing posterior probability density, which can be written as:

$$\hat{s}_k = \arg\max p(\theta|D, \mathcal{M}) = \arg\max p(\theta|\mathcal{M})p(D|\theta, \mathcal{M})$$

$$= \arg\max \frac{\delta(z_k, \Phi U_l s_k)}{(2\pi\sigma_0^2)^{N/2}} \exp \{-\frac{\sum_{i=1}^{N} (s_k^i - \mu_0)^2}{2\sigma_0^2}\}$$

$$= \arg\min \sum_{i=1}^{N} (s_k^i - \mu_0)^2, \text{ given that } z_k = \Phi U_l s_k.$$  (11)

Problem (11) is a typical convex problem with linear equality constraints. It can be solved with some mathematical packages such as CVX [25, 26].

3.1.2. Laplace Distribution

The authors also assume $s_k$ follow Laplace distribution $\mathcal{L}(\mu_1, \sigma_1)$, where $\mu_1$ is a location parameter and $\sigma_1$ is a scale parameter. Laplace distribution with zero mean is widely used in the literature [24] to statistically model sparse random vectors. Similarly, it follows that

$$\hat{s}_k = \arg\max p(s_k|z_k, \mathcal{L})$$

$$= \arg\max \frac{\delta(z_k, \Phi U_k s_k)}{(2\sigma_1^2)^{N/2}} \exp \{-\frac{\sum_{i=1}^{N} |s_k^i - \mu_1|}{\sigma_1}\}$$

$$= \arg\min \sum_{i=1}^{N} |s_k^i - \mu_1|, \text{ given that } z_k = \Phi U_k s_k.$$  (12)

where $\mu_1$ is estimated using the median of $s_l$ ($l < k$). Once $\hat{s}_k$ is obtained, $x_k$ can be recovered as shown in (8).

3.2. Enhanced PCA-CS Scheme

The major disadvantage of the above approach is that the difference in the variances of the principal components is not considered. It is assumed that the elements of $s_k$ follow the same distribution with identical variance. However, we show in the following proposition that the above assumption does not generally hold true.

Proposition 1. For any given pair of eigenvalues $\lambda_i > \lambda_j$, the corresponding variance of $s_k^i$ is greater than that of $s_k^j$, i.e., $\mathbb{E}[(s_k^i)^2] > \mathbb{E}[(s_k^j)^2]$ if $\lambda_i > \lambda_j$.

Proof. From (2), it follows that

$$\mathbb{E}[s_k s_k^T] = U^T \mathbb{E}[(x_k - \hat{x})(x_k - \hat{x})^T] U$$

$$= U^T \Sigma U$$

$$= \text{diag}(\lambda_1, \cdots, \lambda_N),$$

(13)

where $\text{diag}(\lambda_1, \cdots, \lambda_N)$ is a diagonal matrix with diagonal elements $(\lambda_1, \cdots, \lambda_N)$. Then we have $\mathbb{E}[(s_k^i)^2] = \lambda_k$ and the statement follows. □

To remove this generally unrealistic assumption, the main idea of our enhanced method is to scale $s_k$ according to its corresponding variance $\lambda_i$. We substitute $U$ with another matrix $V = UA$ where

$$\Lambda = \text{diag}(1/\sqrt{\lambda_1}, 1/\sqrt{\lambda_2}, \cdots, 1/\sqrt{\lambda_N})$$

diagonal matrix. Obviously $V$ is also an orthonormal matrix by definition. Defining

$$d_k \overset{def}{=} V^T(x_k - \hat{x}),$$

(14)

it follows that

$$\mathbb{E}[d_k d_k^T] = V^T \mathbb{E}[(x_k - \hat{x})(x_k - \hat{x})^T] V$$

$$= \Lambda^T U^T \Sigma U \Lambda$$

$$= \Lambda^T \text{diag}(\lambda_1, \cdots, \lambda_N) \Lambda$$

$$= \mathbf{I},$$

(15)

where $\mathbf{I}$ is the $N \times N$ identity matrix. In our proposed algorithm, we replace matrix $U$ with the new matrix $V$. As a result, the elements of the new projected vector $d_k$ will have identical variance.
The two distribution assumptions used in [23] (described in Sections 3.1.1 and 3.1.2) can also be adopted for the enhanced method. In both models, the elements are assumed to follow the same distribution. Since the elements of \( d_k \) now have identical variance, it fits the model assumption much better than \( s_k \) and consequently, the accuracy of recovered data will be improved, as will be shown in our simulation study.

4. Isotonic Regression Approaches

With Bayesian Estimation, we are able to manage \( L \), the number of active nodes, and the percentage of power saved is computed as \((N-L)/N\). However, there is no consideration of the distance between the true measurements \( x_k \) and the recovered measurements \( \hat{x}_k \). In many applications, the quality of reconstruction is no less important than energy saving. In this section, we introduce Isotonic Regression (IR) that is able to address this problem.

Isotonic regression aims to find a weighted least-square fit \( \beta \in \mathbb{R}^n \) to a vector \( y \in \mathbb{R}^n \) with weight vector \( g \in \mathbb{R}^n \), subject to a set of monotonicity constraints. The IR problem is defined as follows.

\[
\begin{align*}
\text{minimize:} & \quad \sum_{i=1}^{n} g_i(y_i - \beta_i)^2 \\
\text{subject to:} & \quad \beta_1 \leq \cdots \leq \beta_n,
\end{align*}
\] (16)

where \( y_i, g_i \) and \( \beta_i \) are the \( i \)-th element of vectors \( y, g \) and \( \beta \), respectively. The optimal solution \( \hat{\beta} \) is a function of \( y \).

This is motivated by the fact that the readings of neighboring sensor nodes are usually positively correlated. Suppose two sensors \( s_X \) and \( s_Y \) are exposed to the same stimuli source. Intuitively, increasing the stimuli value may result in higher readings at both sensors. It is thus possible to predict the reading of \( s_Y \) from the reading of \( s_X \), and vice versa.

4.1. Combinatorial Isotonic Regression

In [21], the authors propose a method, named Combinatorial Isotonic Regression (CIR), for solving the isotonic regression problem. A four-step method is presented. The first two steps are used to convert isotonic regression into a combinatorial problem. Dynamic programming is then used to solve the combinatorial problem.

Denote the time series of reading from two sensors as \( X = \{x_k\} \) and \( Y = \{y_k\} \), \( k = 1, 2, \cdots, K \). CIR sorts the values of \( X \) and \( Y \) in strictly increasing order and eliminates redundancies by grouping the identical values. We then obtain \( x(1) < \cdots < x(i) < \cdots < x(n) \) and \( y(1) < \cdots < y(j) < \cdots < y(m) \). The objective is to find a mapping \( X \rightarrow Y \) by solving

\[
\begin{align*}
\text{minimize:} & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} g_{i,j} (y_{ij} - \beta_i)^2 \\
\text{subject to:} & \quad \beta_1 \leq \cdots \leq \beta_n,
\end{align*}
\] (17)

where \( g_{i,j} \) is the number of \( \{x(i), y(j)\} \) pairs of readings from sensor \( s_X \) and \( s_Y \). The optimal solution \( \hat{\beta}_i \) is an estimate of \( y_k \) when reading \( x_k \) at time \( k \) is equal to \( x(i) \). Note that the L-1 norm is used in [21] and their method also works in the case of L-2 norm. To be consistent with the other methods, we adopt the L-2 norm in the remainder of this paper.

The CIR method consists of four steps, which are executed for each pair of sensor nodes. The algorithm is given below.

**Step 1** Build the relative importance matrix \( R \), which captures the number of the pairs \( \{x(i), y(j)\} \).

**Step 2** Build the error matrix \( E \) whose element \( e_{i,j} \) describes the error that would be made if the prediction of \( Y \) was chosen \( y(j) \) while the reading \( x(i) \) was obtained from \( s_X \). The error element \( e_{i,j} \) is defined as follows.

\[
e_{i,j} = \sum_{l=1}^{m} r_{i,j} \times (y(l) - y(j))^2
\] for \( i = 1, \cdots, n; j = 1, \cdots, m, \) (18)

where \( r_{i,j} \) is the element of matrix \( R \) in the \( i \)-th row and \( j \)-th column. Recall that \( m \) and \( n \) are the number of grouped \( x_k \) and the number of grouped \( y_k \), respectively.

**Step 3** Build a cumulative error matrix \( C \). Each element \( c_{i,j} \) of the matrix \( C \) describes the accumulated errors from left column to right. CIR computes \( c_{i,j} \) as follows.

\[
c_{i,j} = \left\{ \begin{array}{ll}
e_{i,j}, & \text{if } j = 1 \\
\min_{1 \leq \nu \leq i} \{c_{\nu,j-1}\}, & \text{otherwise.} \end{array} \right.
\] (19)

For each value in \( C \), keep the index

\[
d_{i,j} = \arg\min_{1 \leq \nu \leq i} \{c_{\nu,j-1}\}
\]

that tracks the minimum value in its previous column, which leads to the current estimate of the cumulative error.

**Step 4** Once the cumulative matrix \( C \) is obtained, find the minimum value in the last column of \( C \) and the path leading to this value by back tracking the indices.

Steps 3 and 4 are presented in Algorithm 1. The complexity of this algorithm is \( O(nm^2) \).

4.2. Nearly Isotonic Regression

CIR is based on dynamic programming to find the optimal value of objective function [21]. However, in Step 2, it can be seen that the estimate of the reading from sensor \( s_Y \) can only be selected from the set of \( y(j) \)'s. To improve the CIR method, we propose a Nearly Isotonic Regression (NIR) based method in this section.

In particular, We adopt a method originally proposed for solving NIR problems in [27], to estimate the reading of \( s_Y \) from that of \( s_X \). Again, we group the same value of
Algorithm 1: Algorithm for Combinatorial Isotonic Regression

1 for i = 1 to m do
2 \( c_{i,1} = c_{i,1}; \)
3 end
4 for j = 1 to n do
5 for i = 1 to m do
6 \( c_{i,j} = c_{i,j} + \min_{1 \leq i' < i} \{ c_{i',j-1} \}; \)
7 \( d_{i,j} = \arg\min_{1 \leq i' < i} \{ c_{i',j-1} \}; \)
8 end
9 \( l = \arg\min_{1 \leq i \leq m} \{ c_{i,n} \}; \)
10 \( \hat{y}(l) = \bar{y}(l); \)
11 end
12 for j = m - 1 down to 1 do
13 \( l = d_{l,j}; \)
14 \( \hat{y}(j) = \bar{y}(j); \)
15 end

Algorithm 2: Algorithm for Nearly Isotonic Regression

1 Initialize \( \lambda = 0, K_\lambda = n, A_i = \{i\} \) and \( \hat{\beta}_{\lambda,i} = \bar{y}_i \) for each \( i \);
2 while TRUE do
3 Compute the slope \( m_i \) according to (24);
4 Compute the collision time \( t_{i,i+1} \) according to (25);
5 if all \( t_{i,i+1} \leq \lambda \) then
6 The algorithm is terminated;
7 else
8 Compute the critical value \( \lambda^* \) as in (26) and update \( \hat{\beta}_{\lambda,i} \) as: \( \hat{\beta}_{\lambda,i} = \hat{\beta}_{\lambda,i} + m_i(\lambda^* - \lambda) \);
9 Merge groups \( A_i \) and \( A_{i+1} \);
10 end
11 end

To find the optimal values \( \hat{\beta}_{\lambda,A_i} \), we examine the subgradient of (22), as

\[
- \sum_{j \in A_i} \bar{y}_j + |A_i|\hat{\beta}_{\lambda,A_i} + \lambda(w_i - w_{i-1}) = 0
\]

for \( i = 1, \cdots, K_\lambda, \)

where \( w_i = 1_{[\hat{\beta}_{\lambda,A_i} - \hat{\beta}_{\lambda,A_{i+1}} > 0]} \) and \( w_0 = w_{K_\lambda} = 0 \). We then differentiate (23) with respect to \( \lambda \) to get the slope \( m_i \) as

\[
m_i = \frac{d\hat{\beta}_{\lambda,A_i}}{d\lambda} = \frac{w_{i-1} - w_i}{|A_i|}.
\]

The slope \( m_i \) is a constant, indicating that each \( \hat{\beta}_{\lambda,A_i} \) is a linear function of \( \lambda \).

Using this slope, it can be shown that groups \( A_i \) and \( A_{i+1} \) will merge at

\[
t_{i,i+1} = \frac{b_{i+1} - b_i}{m_i - m_{i+1}}, \quad \text{for } i = 1, \cdots, K_\lambda - 1,
\]

where \( b_i = \sum_{j \in A_i} \bar{y}_j \), and \( |A_i| \). We can move to the next value of \( \lambda \)

\[
\lambda^* = \min_{i: t_{i,i+1} > \lambda} \{ t_{i,i+1} \},
\]

and merge groups \( A_i \) and \( A_{i+1} \), where

\[
i^* = \arg\min_{i: t_{i,i+1} > \lambda} \{ t_{i,i+1} \}.
\]

Note that the minimization problems (26) and (27) are only taken over the values of \( t_{i,i+1} \) that are larger than \( \lambda \). If none of the \( t_{i,i+1} \)’s are larger than \( \lambda \), then none of the existing groups will merge and the algorithm will be terminated. The enhancement algorithm is presented in Algorithm 2. The worst case complexity of this algorithm is \( O(n) \).

4.3. Compute Routing Matrix

Recall that the routing matrix \( \Phi \) in Bayesian Estimation is a binary matrix that randomly picks \( L \) active nodes
from the set of $N$ sensors. In Isotonic Regression, the routing matrix is not a random matrix; it chooses active nodes based on the estimation errors of each pair of sensor nodes.

Define $\epsilon_{X,Y}$ as the estimation error at sensor $s_Y$ due to reconstruction of the readings at sensor $s_X$, as

$$
\epsilon_{X,Y} = \frac{1}{K} \sum_{k=1}^{K} (y_k - f(x_k))^2
$$

for $X \neq Y$ and $X,Y \in \{1, \cdots, N\}$, (28)

where $y_k$ is a reading from $s_Y$ and $f(x_k)$ is the estimate of $y_k$ based on the reading of $s_X$. We assume $\epsilon_{X,X} = 0$ for all nodes. For the $N$ sensor nodes, we can construct an $N \times N$ matrix $\Psi$ whose element is the estimation error of each pair of sensors. We compare the elements of matrix $\Psi$ with a preset threshold $\xi$ and choose the pair whose corresponding estimation error is not greater than $\xi$.

The algorithm for finding the routing matrix $\Phi$ is presented in Algorithm 3. Define $\Omega$ as the set of all sensor nodes and $\Omega_i$ as the set of active sensor nodes. In the beginning of the algorithm, we let $\Omega = \{1, \cdots, N\}$ and $\Omega_i = \emptyset$. In Lines 3–12, we find the minimum estimation error $\epsilon_{i^*,j^*}$ and compare it with the threshold $\xi$. If it is not greater than $\xi$, we remove $i^*$ from $\Omega$ and move $j^*$ from $\Omega$ to $\Omega_i$. These lines are executed until all nodes in $\Omega$ are removed. Once the algorithm is terminated, the set $\Omega_i$ is the set of nodes we would like to turn on. The nodes not in $\Omega_i$ are scheduled to be switched off. The complexity of this algorithm is $O(N^3)$.

![Algorithm 3: Algorithm for Routing Matrix](image)

5. Polynomial Regression Approaches

If we treat the readings from $s_X$ as predictor variables and those from $s_Y$ as response variables, it is natural to use Polynomial Regression to estimate the readings of $s_Y$ from those of $s_X$. In this section, we examine how to use Linear Regression (LR) and Quadratic Regression (QR) in CS.

5.1. Linear Regression

As in [22], we also adopt the simple LR method in CS. The reading of sensor node $s_Y$ can be estimated from the reading of sensor node $s_X$ with an LR model as follows.

$$
\hat{y}_k = \alpha_0 + \alpha_1 \cdot x_k, \quad \text{for } k = 1, \cdots, K,
$$

where $\alpha_0$ and $\alpha_1$ are the intercept and slope of the linear regression model.

Once $\hat{y}_k$ is obtained, the estimation error $\epsilon_{X,Y}$ and estimation error matrix $\Psi$ can be computed as shown in Section 4.3. Similarly, the routing matrix for LR is obtained as described in Algorithm 3.

5.2. Quadratic Regression

To compare with the LR method, we also choose a QR model as follows.

$$
\hat{y}_k = \alpha_0 + \alpha_1 \cdot x_k + \alpha_2 \cdot (x_k)^2, \quad \text{for } k = 1, \cdots, K,
$$

where $\alpha_2$ is the coefficient of the second order term of $x_k$. The estimation error and routing matrix are obtained as in the case of LR. The complexity of LR and QR is $O(1)$ because the coefficients can be computed with explicit mathematic expressions. The rest of this method is the same as that in the LR method.

6. Performance Evaluation

In this section, we evaluate the performance of all the methods with trace-driven simulations. The simulation code was written in MATLAB. We use the traces from the sensors deployed in an outdoor environment [28]. There are $N = 16$ sensors that measure the illumination in a field. The range of the measurements is from 0 to 255 and they are collected from time $k = 1$ to 150. The scatter plot of the measured data is presented in Fig. 2.

We define Mean Square Error (MSE) as:

$$
\text{MSE} = \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{N} (\hat{x}_k^i - x_k^i)^2,
$$

where $x_k^i$ is the reading at the $i$-th sensor at time $k$ and $\hat{x}_k^i$ is the estimate of $x_k^i$. Note that $\hat{x}_k^i = x_k^i$ if the $i$-th sensor is active. MSE is computed for $k = 51$ to 150. At each time $k$, the previous fifty data vectors are used for parameter estimation.

We first compare the performance of the BE approaches. We name the BE approaches with Gaussian and Laplace assumptions as BEG and BEL, respectively. Our proposed improvements are named IBEG and IBEL. In the simulation, we increase the number of active nodes from 5 to 9. Four curves of the BE approaches are plotted in Fig. 3. As expected, the more active nodes, the more accurate the prediction and the smaller the estimation error. We find our proposed enhancements yield lower MSE than
those of the original schemes. IBEL has the best performance among the four BE-based methods, indicating that Laplace assumption is preferred in our proposed method.

Next, we investigate the impact of estimation error threshold $\xi$ on CIR and NIR. In Fig. 4, we increase $\xi$ from 1 to 10 and plot MSE and the number of active nodes. Intuitively, a larger $\xi$ means a larger tolerance on estimation error, allowing more nodes to be turned off to save more energy. It can be seen from the figure that the MSE of NIR is up to 0.13 lower than that of CIR. Furthermore, we find NIR requires less active nodes than CIR. Therefore, NIR is superior to CIR with respect to both estimation error and energy savings. We thus choose it to compare with other methods in the following simulations.

In Fig. 5, we examine the impact of estimation error threshold $\xi$ on LR and QR. We increase $\xi$ from 1 to 10 and plot MSE and the number of active nodes in the figure. We find that although the MSE of QR is lower than that of LR, QR requires more active nodes and thus consumes more power for computation and communication. Compared with QR, LR may be a sufficiently good choice for CS.

Finally, we choose one method from each of the three CS classes discussed above and compare their performance. Specifically, we choose IBEL, NIR and LR in this simulation. For each threshold of Estimation Error in Figs. 4 and 5, the Y-axis value is the corresponding MSE and the X-axis value is the corresponding number of active nodes. Three curves are plotted in Fig. 6 for the three selected schemes, respectively. Although IBEL requires as few as 5 active nodes, its MSE is very high. Among these three methods, it is obvious that NIR achieves the best performance because it has smallest MSE and requires the minimum number of active nodes.

7. Conclusion

In this paper, we investigated three classes of CS approaches with focus on balancing the trade-off between Energy Efficiency and Estimation Error in a WSN environment. We first introduced Bayesian Estimation based approaches and propose an enhanced scheme by scaling the variance of projected random variables. We then adopted NIR to improve the performance of CIR. LR and QR approaches are also examined for comparison purpose. We
compared the three classes of CS approaches with trace-driven simulations. Our simulation results showed that NIR is the best choice among all the CS approaches considered in this paper.
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