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Abstract

The capacity of mobile ad hoc networks is constrained by the intra-flow interference introduced by adjacent nodes on the same path, and inter-flow interference generated by nodes from neighboring paths. By assigning orthogonal channels to neighboring nodes, one can minimize both types of interferences and allow concurrent transmissions within the neighborhood, thus improving the throughput and delay performance of the ad hoc network. In this paper, we present three novel distributed channel assignment protocols for multi-channel mobile ad hoc networks. The proposed protocols combine channel assignment with distributed on-demand routing, and only assign channels to active nodes. They are shown to require fewer channels and exhibit lower communication, computation, and storage complexity, compared with existing approaches. Through simulation studies, we show that the proposed protocols can effectively increase throughput and reduce delay, as compared to several existing schemes, thus providing an effective solution to the low capacity problem in multi-hop wireless networks.
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1. Introduction

Despite recent advances in wireless technologies, today’s wireless links still cannot offer the compara-
been shown in [2] that the maximum capacity that the IEEE 802.11 MAC can achieve for a chain network could be as low as just one seventh of the nominal link bandwidth.

We observe that all current IEEE 802.11 physical (PHY) standards divide the available frequency into several orthogonal channels, which can be used simultaneously within a neighborhood. Therefore, increasing capacity by exploiting multiple channels becomes particularly appealing. In fact, such bandwidth aggregation has been widely used in infrastructure-based WLANs, where high-end access points are equipped with multiple interfaces that operate on different channels simultaneously [3]. In such networks, non-overlapping channels are distributed among different access points at the network planning stage [4]. However, IEEE 802.11 WLANs that operate in ad hoc mode rarely use multiple channels simultaneously. This is partly because that the IEEE 802.11 MAC is not designed to operate with multiple channels, resulting in a waste of precious network resources. As an example, an ad hoc network based on the IEEE 802.11a technology utilizes only one out of 12 available orthogonal channels, wasting more than 90% of the potentially available spectrum.

Consequently, there has been substantial interest in multi-channel MAC schemes that can achieve higher throughput by exploiting multiple available channels [3,5,6]. Some of the early works, e.g. [7,8], assume that every node has its own unique channel. Therefore, no channel assignment or selection is needed. However, in reality, the number of channels is limited and has to be carefully assigned to each node, in order to avoid contention and collisions and to enable optimal spatial reuse of available channels. Many channel assignment problems have been proven to be \textit{NP}-complete and, thus, computationally intractable [4,9,10]. There exist only a few heuristic solutions, which have good performance under certain environments, for instance, in a static wireless network. However, these heuristic schemes suffer from inefficiency when employed in the mobile ad hoc environment [9,11].

In this paper, we present three principles for designing efficient distributed channel assignment schemes. \textit{First}, to reduce the complexity of the channel assignment algorithm, channel assignment and routing should be jointly designed. This “cross-layer” design approach is motivated by the fact that both the channel assignment algorithm and the ad hoc routing algorithm are invoked when there is a change in the network topology. Exploring this design principle can potentially reduce the complexity of channel assignment algorithms. \textit{Second}, channels should be assigned only to active nodes. This “on-demand” channel assignment principle is motivated by the fact that only nodes on active routes need valid channels. Some existing channel assignment schemes assign channels to all nodes in the network, regardless of whether they are active or not, thus requiring a large number of orthogonal channels. If this on-demand assignment principle is implemented, fewer channels (i.e. fewer resources) may be required in the network to achieve a comparable performance.

\textit{Third}, the capacity of mobile ad hoc networks can be adversely affected by both “hidden terminals” and “exposed terminals.” The hidden terminal problem occurs when transmitters outside of radio range of each other transmit at the same time, causing a collision at the receivers [10]. The exposed terminal problem occurs when a node is prevented from sending packets to other nodes due to a neighboring transmitter, even though this transmission will not cause interference. In addition, cumulative interference generated by nodes two or more hops away may also adversely affect channel utilization and network capacity. Thus, to improve network performance, distinct channels should be assigned such that hidden terminals, exposed terminals, and cumulative interference can be avoided as much as possible.

We present a new channel assignment protocol, named \textit{Channel Assignment Ad hoc On-demand Distance Vector routing (CA-AODV)}, that implements these design principles. In CA-AODV, channel assignment is combined with the AODV routing protocol and is performed in a cross-layer and on-demand fashion. Specifically, channel assignment is performed during the route discovery phase and channel information is piggybacked in the routing control messages. CA-AODV assigns different channels for neighboring nodes within a \textit{k}-hop region along the same path, thus allowing concurrent transmission on neighboring links along the path and effectively reducing the intra-flow interference. We also present two extensions to the CA-AODV protocol, namely, the Enhanced 2-hop CA-AODV (E2-CA-AODV) protocol and the Enhanced \textit{k}-hop CA-AODV (Ek-CA-AODV) protocol. In addition to intra-flow interference, these two extensions also aim to minimize inter-flow interference by assigning orthogonal channels to active nodes within a \textit{k}-hop neighborhood, where \( k \geq 2 \). With such channel
Table 1: Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{C}$</td>
<td>Set of channels</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Set of available channels</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of nodes in the network</td>
</tr>
<tr>
<td>$E$</td>
<td>Set of edges that represent radio links</td>
</tr>
<tr>
<td>$v \in V$</td>
<td>A node in the network</td>
</tr>
<tr>
<td>$n_k(v)$</td>
<td>Number of $k$-hop neighbors sharing the same channel with node $v$</td>
</tr>
<tr>
<td>$V_t \subseteq V$</td>
<td>Set of active transmitters</td>
</tr>
<tr>
<td>$V_r \subseteq V$</td>
<td>Set of receivers</td>
</tr>
<tr>
<td>$v_i^t \in V_t$</td>
<td>An active transmitter</td>
</tr>
<tr>
<td>$v_i^r \in V_r$</td>
<td>An active receiver</td>
</tr>
<tr>
<td>$v_i^{f_i}$</td>
<td>Desired transmitter for receiver $v_i^r$</td>
</tr>
<tr>
<td>$P(v_i^t, v_i^r)$</td>
<td>Received power at $v_i^r$ from transmitter $v_i^t$</td>
</tr>
<tr>
<td>$S(v_i^{f_i}, v_i^r)$</td>
<td>Cross-correlation between the channels used by the two transmitters</td>
</tr>
<tr>
<td>$\beta$</td>
<td>SINR threshold for successful reception</td>
</tr>
<tr>
<td>$P_N$</td>
<td>Power level of additive white Gaussian noise</td>
</tr>
</tbody>
</table>

Assignment, more concurrent transmissions are achieved for nodes along various routes within the $k$-hop neighborhood, thus effectively improving the throughput and delay performance. Simulation results in mobile ad hoc networks show that the performance of E2-CA-AODV approaches that of a multi-channel scheme with an unlimited number of channels (i.e., the ideal case with unlimited amount of resources). In addition, the proposed protocols exhibit lower complexity than many existing centralized and distributed approaches.

In addition to the distributed channel assignment protocols, we also develop a transmitter-based multi-channel MAC (MC-MAC) protocol that extends the benefit of channelization to multi-hop mobile ad hoc networks. Because multiple hop information or the whole network topology can be visible to the routing layer, MC-MAC can benefit from the combined routing and channel assignment scheme and offers improved network performance.

The remainder of this article is organized as follows. We formulate the channel assignment problem in Section 2. Table 1 summarizes the notation used in this paper. In Section 3, we present CA-AODV and its extensions. The MC-MAC protocol is described in Section 4. We present simulation results in Section 5, and discuss related work in Section 6. Section 7 concludes this paper.

2. Problem statement

An ad hoc network can be modeled as a graph $G = \{V, E\}$, where $V$ is the set of nodes and $E$ is the set of edges that represent wireless links. We assume that nodes use omnidirectional antennas and radio links are bidirectional. A link is assumed to exist between two nodes if and only if the two nodes are within each other’s radio range.

The interference range is defined to be the $k$-hop neighborhood of a node. Interference can be significantly reduced if nodes within the $k$-hop neighborhood are assigned different orthogonal channels. The $k$-hop neighbors of a node $v$ is the set

$$N_k(v) = \{w \in V \mid h(v, w) \leq k\},$$

where $h(v, w)$ is the hop distance from $v$ to $w$, i.e. the minimum number of hops of any path from $v$ to $w$. Note that $N_1(v)$ is the set of directly connected neighbors of node $v$. Let $\mathcal{C}$ denote the set of channels in the network. We further define $V_t \subseteq V$ to be the set of active transmitters and $V_r \subseteq V$ the set of active receivers. Let $v_i^r \in V_r$ be an active receiver and $v_i^t \in V_t$ be an active transmitter. If $v_i^t$ is transmitting on the same channel on which $v_i^r$ is receiving, but $v_i^t$ is not the intended transmitter to $v_i^r$, then transmitter $v_i^t$ will interfere with receiver $v_i^r$. The power associated with the interference, $P(v_i^t, v_i^r)$, is the received power at node $v_i^r$, which is a function of the effective transmitting power of node $v_i^t$, the distance between nodes $v_i^t$ and $v_i^r$, and channel conditions, e.g. path loss and fading [12].

If $k$ is set to an appropriate value and $|\mathcal{C}|$ is sufficiently large, hidden nodes and exposed nodes can be largely avoided and harmful interference can be mitigated. In this case, distributed channel assignment algorithms should assign distinct channels to any nodes within a $k$-hop neighborhood. However, in many cases, the number of available channels may be less than the number of nodes in a $k$-hop neighborhood. Therefore, two or more nodes may need to share the same channel. To balance the number of nodes sharing the same channel, the main design objective of a distributed channel assignment algorithm is to minimize the maximum number of nodes sharing the same channel with a designated node $v_j^r \in V_t$ within its $k$-hop neighborhood, i.e.

Minimize $\max_{v_j^r \in V_t} \{n_k(v_j^r)\}$

Subject to

$$\frac{P(v_i^{f_i}, v_i^r)}{\sum_{v_i^{f_i} \in V_t \setminus N_k(v_i^r)} [P(v_i^{f_i}, v_i^r) \cdot S(v_i^{f_i}, v_i^r)] + P_N \geq \beta,}$$
where $P_N$ is the power level of additive white Gaussian noise (AWGN) noise and $\beta$ is the minimum SINR required for a successful packet reception. The term $S(v^j_{T(i)}, v^j)$ indicates the adjacent channel interference between the channels used by the desired transmitter $v^j_{T(i)}$ and transmitter $v^j$. We have $S(v^j_{T(i)}, v^j) = 0$ if $v^j_{T(i)}$ and $v^j$ use strictly orthogonal channels; $S(v^j_{T(i)}, v^j) = 1$ if $v^j_{T(i)}$ and $v^j$ use the same channel. Generally we have $0 < S(v^j_{T(i)}, v^j) < 1$.

A channel assignment protocol should distribute available channels with any pre-defined value of $k$ in such a way that the maximum number of transmitters that share the same data channel is minimized. Meanwhile, the same set of channels should be reused in such a way that the accumulated interference generated on any particular data channel is below a certain threshold. Because the channel assignment problems are shown to be NP-complete, there exists no polynomial algorithms for general mobile ad hoc networks. Thus, efficient heuristic algorithms, including both centralized [4] and distributed [9,10], become particularly appealing. In addition, since it is very challenging to obtain global statistics in a mobile ad hoc network, a realistic channel assignment protocol should be distributed, i.e. it should operate with local information only. In the following section, we present such distributed heuristic algorithms for the formulated problem, which provide near-optimal solutions.

3. Distributed channel assignment protocols

In this section, we first describe the three design principles on distributed channel assignment and then introduce three protocols that implement these design principles. It is assumed that channel assignment is transmitter-based, meaning that distinct channels are assigned to different transmitters. It has been shown that transmitter- and receiver-based channel assignment problems are essentially equivalent [9]. Therefore, the proposed design principles apply to receiver-based protocols and the proposed protocols can be easily modified to assign channels based on receivers as well.

3.1. Design principles

The first and primary principle is “cross-layer” design, where channel assignment is jointly considered with routing. This is motivated by the fact that both channel assignment and routing will be invoked when there is a topology change. In addition, piggybacking channel information in routing control messages can greatly reduce the communication overhead of channel assignment protocols. For instance, an existing channel assignment algorithm has a communication complexity of $O(d^2 \cdot |V|)$, where $d$ is the maximum number of one-hop neighbors that a node can have and $|V|$ is the total number of nodes in the network [11]. Such a complexity implies that whenever there is a topology change, up to $O(d^2 \cdot |V|)$ messages will be exchanged in the network. Similarly, a recently proposed channel assignment protocol has a complexity of $O(K1/\sqrt{m} \log m + \epsilon^{-1})$ [13], where $m$ is the total number of radio connections in the network and $K$ is the minimum number of neighbors that a node has. Such high complexity makes it difficult to implement these protocols in a mobile ad hoc network environment where topology is constantly changing. By exploiting the cross-layer design principle, a combined Channel Assignment and AODV (CA-AODV) algorithm can reduce the communication complexity to $O(1)$, since all channel information is carried in routing control messages (see Section 3.2).

The second design principle states that channels should be assigned only to active nodes. Before a node acquires a valid route, it cannot transmit or receive data packets and, thus, does not need a channel. We call this type of node an “inactive” node, and a node in a valid route an “active” node. Most existing channel assignment schemes assign channels to all nodes in a wireless network, regardless whether they are active or inactive [9–11,13]. If not all nodes in a network are active at the same time, such schemes may require more wireless channels than necessary. By assigning channels on-demand to only active nodes, we can potentially reduce the number of channels required in a wireless network, since the number of required wireless channels is generally proportional to the number of active nodes rather than the total number of nodes in the entire network.

Finally, distinct channels should be assigned in such a way that hidden nodes, exposed nodes and interference can be avoided as much as possible. Many existing channel assignment schemes are
designed to solve the hidden node problem [9–11]. However, the exposed node problem can also reduce channel utilization. Interference can also corrupt data packets and reduce throughput. We propose to assign distinct channels to any nodes within a $k$-hop neighborhood, where $k$ is a design parameter that provides a suitable tradeoff between the number of required channels and the achieved interference level, and between the system performance and control overhead. Therefore, concurrent transmissions in the $k$-hop neighborhood can be achieved to improve the network performance.

### 3.2. Distributed channel assignment protocols

The proposed design principles can be applied to both reactive routing algorithms, such as Ad hoc On Demand Distance Vector (AODV) [14] protocol, and proactive routing protocols, such as the Optimal Link State Routing (OLSR) protocol [15]. In the following, we will use AODV as an example to demonstrate the three design principles. AODV is a reactive routing protocol, which means nodes do not maintain up-to-date routes to all destinations at all times. Instead, a node initiates a route discovery procedure by broadcasting a Route Request (RREQ) message only when it has packets for the destination node and it has no valid route to the destination. Upon receiving the RREQ message, the destination node or an intermediate node that has a valid route to the destination will send back a Route Reply (RREP) message to the source node. The RREP sets up a path from the source to the destination as it is forwarded back to the source node.

Throughout this paper, we assume that each node is equipped with two transceivers: one for data transmissions and the other for control messages. Control messages, such as RREQ and RREP, are sent on the control channel that is shared by all the nodes in the network. Data packets may be sent on different data channels that have been assigned to active nodes in the network. In the following, we present a combined channel assignment and AODV scheme, namely, Channel Assignment AODV (CA-AODV), and its two extensions: Enhanced 2-hop CA-AODV (E2-CA-AODV) and Enhanced $k$-hop CA-AODV (Ek-CA-AODV).

#### 3.2.1. Combined channel assignment and AODV

CA-AODV, like AODV, operates in two phases: route discovery and route reply. During the route discovery phase, channel information about a node’s $k$-hop neighbors along the same route is carried by the broadcast RREQ message. Any node that receives the RREQ message updates its next-hop table entries with respect to preceding nodes in the path back to the source. Each table entry consists of both the route and the indices of channels that have been taken, so far, by the node’s $k$-hop neighbors on the same route. If the node has no channel assigned to it, it updates its available channel set, denoted by $A \subseteq C$, by marking the channels taken by the preceding $k$ (or fewer if the route is not $k$ hops long) nodes on the path as unavailable. Then, it randomly picks a channel from the set of available channels $A$. Furthermore, this node will associate a timer with these updates. If this node does not receive an RREP before the timer expires, these updates will be restored to the original states, since this node will not be included in that path.

During the route reply phase, channel information is carried in the unicast RREP message. Upon receiving the RREP packet, each node along the route updates its next-hop table entries, as well as the index of the channel to be used for this link. After the route has been established, each node along the route should have a channel that is different from any of its $k$-hop neighbors on the same route. As in AODV, a route expires if it is not used or reactivated for a certain period of time. The entry that corresponds to this route will then be deleted from the routing table and the channels assigned to this route will become available for re-assignment.

A flowchart that describes the operation of CA-AODV is shown in Fig. 1. Figs. 2–5 describe its four main procedures, i.e. sendRREQ(), recvRREQ(RREQ), sendRREP() and recvRREP(RREP). sendRREQ() and recvRREQ(RREQ) are invoked in the route discovery phase, while sendRREP() and recvRREP(RREP) are invoked in the route reply phase. In recvRREQ(RREQ) and recv(RREP), getNeighborInfo() retrieves channel information from RREQ or RREP messages received from neighboring nodes, while randomChannel($A$) returns a channel index that is uniformly chosen from the available channel set $A$. As shown in Fig. 5, a node will update its available channel set $A$ upon receiving an RREP. If a channel conflict is found, the node randomly chooses a channel for itself from set $A$. This node will then forward the RREP carrying its own channel and its upstream neighbors’ channels.
CA-AODV introduces very low control overhead, since the channel information is completely piggybacked in routing control messages (e.g., as a list of channel IDs or in the form of a “bit-map”). However, CA-AODV only considers “intra-path” contention. It does not explicitly attempt to reduce collisions and interference introduced by neighboring paths. It can be used when “intra-path” contention is the dominant limiting factor, e.g. in sparse networks with a few long lasting multi-hop sessions. In the rest of this section, we present two extensions of CA-AODV that can effectively handle both “intra-path” and “inter-path” contentions. We show that with a small increase in control overhead, the performance of CA-AODV can be further improved.

3.2.2. Enhanced 2-hop channel assignment and AODV (E2-CA-AODV)

To improve the performance of CA-AODV while still maintaining low control overhead, an extension of CA-AODV, i.e. E2-CA-AODV, is proposed. Unlike CA-AODV that has constant communication overhead, E2-CA-AODV has a linear communication overhead, i.e. \(O(d_a)\), where \(d_a\) is the maximum number of active neighbors that a node can have. E2-CA-AODV seeks to assign distinct

---

**Procedure sendRREQ()**

```plaintext
if (myChannel != INVALID_CHANNEL)
    myChannel = randomChannel(A);
endif
for (i=1 to k)
    RREQ.neighborChannelIndex[i] = neighborChannel[i];
endfor
Broadcast RREQ;
endprocedure
```

Fig. 2. Procedure sendRREQ() in CA-AODV.

**Procedure recvRREQ(RREQ)**

```plaintext
rt = getRouteInfo(RREQ);
neighborChannel = getNeighborInfo(RREQ);
if (route is not in the routing table)
    addRoute(rt);
endif
Update the available channel set A;
if (myChannel == INVALID_CHANNEL)
    myChannel = randomChannel(A);
endif
if (myIndex == destination ||
    I know a route to destination)
    sendRREP();
else
    sendRREQ();
endif
endprocedure
```

Fig. 3. Procedure recvRREQ(RREQ) in CA-AODV.

**Procedure sendRREP()**

```plaintext
if (myChannel != INVALID_CHANNEL)
    RREP.myChannelIndex = myChannel;
else
    RREP.myChannelIndex = INVALID_CHANNEL;
endif
for i=1 to k
    RREP.neighborChannelIndex[i] = neighborChannel[i];
endfor
Unicast RREP;
endprocedure
```

Fig. 4. Procedure sendRREP() in CA-AODV.

**Procedure recvRREP(RREP)**

```plaintext
neighborChannel = getNeighborInfo(RREP);
Update the available channel set A;
if (Detect a channel conflict)
    channelConflict = TRUE;
endif
if (channelConflict == TRUE)
    myChannel = randomChannel(A);
endif
RREP.myChannelIndex = myChannel;
for i=1 to k
    RREP.neighborChannelIndex[i] = neighborChannel[i];
endfor
Unicast RREP;
endprocedure
```

Fig. 5. Procedure recvRREP(RREP) in CA-AODV.
channels to active nodes within any two-hop neighborhood.

In addition to RREQ and RREP messages, E2-CA-AODV uses another AODV routing control message, the HELLO message, for channel assignment. As in AODV, HELLO messages are broadcast periodically among one-hop neighbors. If a node is active, it will indicate its assigned channel and a NodeNumber in its HELLO messages. Each time a node chooses a data channel, it updates its NodeNumber by generating a random number in $[1, M]$, where $M \gg 1$ in order to minimize the chance that two or more neighboring nodes choose the same NodeNumber. In addition, HELLO messages also carry the channel and NodeNumber information of a node’s active one-hop neighbors. Upon receiving HELLO messages from one-hop neighbors, a node will learn the channel assignments within its 2-hop neighborhood, and update its available channel set $\mathcal{A}$ by removing the channels taken by active neighbors. The NodeNumber is used for resolving channel conflicts. If two or more active nodes choose the same channel, the node with the smallest NodeNumber will retain its channel while the other nodes shall randomly pick another data channel from $\mathcal{A}$. Note that NodeNumber is randomly generated each time a channel is chosen. So every node will have a fair chance of winning a channel when involved in a collision, while schemes using static node IDs will always favor a node with a lower (or higher) ID. Finally, the node that updates its own data channel will inform its neighbors in the next HELLO message.

The other operations of E2-CA-AODV, such as Route Request and Route Reply, are similar to those of CA-AODV. As discussed, E2-CA-AODV piggybacks channel assignment information in three types of routing control messages, i.e. RREQ, RREP, and HELLO. Therefore, E2-CA-AODV has two extra procedures, i.e. sendHello() and recvHello(HELLO), as shown in Figs. 6 and 7, for handling the Hello messages. In recvHello(HELLO), the getActiveNeighborInfo(HELLO) function retrieves channel information from received HELLO messages.

Because E2-CA-AODV exchanges channel information among two-hop neighbors, it can successfully mitigate both intra-flow and inter-interference with the 2-hop neighborhood, resulting in lower interference and more concurrent transmissions. We will present its performance in Section 5.

3.2.3. Enhanced k-hop channel assignment and AODV (Ek-CA-AODV)

Because CA-AODV only considers collisions and interference on the same route, it does not perform well when multiple active nodes on different routes co-locate in the a $k$ neighborhood. E2-CA-AODV seeks to both avoid collisions and mitigate intra-flow interference in the two-hop neighborhood while maintaining low control overhead. In order to further reduce cumulative interference from transmitters beyond the two-hop neighborhood, we propose Ek-CA-AODV that considers both collisions and interference within a $k$-hop neighborhood (where $k \geq 2$), at the cost of higher communication overhead.

Ek-CA-AODV introduces an extra control message called ChannelTaken. Most of the

---

### Procedure sendHello()

```
HELLO.myChannelIndex = myChannel;
HELLO.NeighborNumber[0] = myNumber;
for i = 1 to k
   HELLO.NeighborchannelIndex[i] = NeighorChannel[i];
   HELLO.NeighborNumber[i] = NeighborNumber[i];
endfor
Broadcast HELLO;
endprocedure
```

---

### Procedure recvHello(HELLO)

```
(neighborChannels, NodeNumber) = getActiveNeighborInfo (HELLO);
Update the available channel set $\mathcal{A}$;
channelConflict = FALSE;
if (Detect a channel conflict)
   if (activeNode == TRUE)
      if (activeMe == FALSE)
         channelConflict = TRUE;
      else if (NodeNumber <= myNumber)
         channelConflict = TRUE;
      endif
   endif
else
   if (activeMe == FALSE & NodeNumber <= myNumber)
      channelConflict = TRUE;
   endif
endif
if (channelConflict == TRUE)
   myChannel = randomChannel($\mathcal{A}$);
   myNumber = randomNumber();
endif
endprocedure
```

---

Fig. 6. Procedure sendHello() in E2-CA-AODV.

Fig. 7. Procedure recvHello(HELLO) in E2-CA-AODV.
operations of $E_k$-CA-AODV are similar to those of $E_2$-CA-AODV, except for the operation involving the extra control message $ChannelTaken$. If a node on an established route detects that a new route in the neighborhood is being set up, it shall broadcast a $ChannelTaken$ message that carries its own channel index. The TTL of the $ChannelTaken$ message is set to $k$ to ensure that the $ChannelTaken$ message be broadcast only to the current node’s $k$ hop neighbors. Upon receiving a $ChannelTaken$ message, each node will update its next-hop neighbor table and the available channel set $\mathcal{A}$. If a channel conflict is detected by a node that has not yet on an established route, this node shall set a $channelConflict$ flag. Once receiving a RREP message, a node checks to see whether the $channelConflict$ flag is set. If so, the node will randomly pick another channel from the channel set $\mathcal{A}$. Through $ChannelTaken$ messages, channels taken by nodes on established routes can be conveyed to other nodes in the network, up to $k$ hop away. Therefore, conflicting channels within the $k$-hop neighborhood can be largely avoided, provided that the number of available channels is sufficiently large. The two additional procedures for handling $ChannelTaken$ messages, i.e. $sendChannelTaken()$ and $recvChannelTaken()$, are shown in Figs. 8 and 9.

To allow sufficient time for $ChannelTaken$ messages to propagate to all nodes within the $k$-hop range, the destination node or a node that has a valid route to the destination should wait for a period of time, denoted by $W_i$, before returning the RREP message. The value of $W_i$ provides a tradeoff between route discovery delay and the correctness of channel assignment information. We choose $W_i$ to be a function of both $k$ and $t_p$, i.e.

\[ W_i = \alpha \times k \times t_p, \]

where $1 \leq \alpha \leq 2$ is a constant and $t_p$ is the per hop propagation delay.

Parameter $\alpha$ is used to accommodate variations in $t_p$. Usually a large value should be used if the network is dense and traffic load is high; while small values should be used for low-load sparse networks.

**Procedure sendChannelTaken()**

```
sendChannelTaken()
    ChannelTaken.channelIndex = myChannel;
    ChannelTaken.TTL = k;
    Broadcast the ChannelTaken message;
endprocedure
```

**Fig. 8.** Procedure sendChannelTaken() in $E_k$-CA-AODV.

**Procedure recvChannelTaken(ChannelTaken)**

```
recvChannelTaken(ChannelTaken)
    if (MyChannel == ChannelTaken.channelIndex)
        ChannelConflict = TRUE;
    endif
    Update the available channel set $\mathcal{A}$;
    if (ChannelTaken.TTL > 0)
        Broadcast the ChannelTaken message;
    endif
endprocedure
```

**Fig. 9.** Procedure recvChannelTaken (ChannelTaken) in $E_k$-CA-AODV.

With the assumption that a transceiver and channel is specifically used for control messages, the delay for the $ChannelTaken$ message to propagate to the entire $k$-hop neighborhood will only be affected by the control traffic load. Given a traffic load and network density, we should choose an $\alpha$ value that is sufficiently large so that $ChannelTaken$ messages can propagate to the entire $k$-hop neighborhood, while it should also be small so as to minimize the route discovery delay.

Because a $ChannelTaken$ message is relayed to an active node’s $k$-hop neighbors, in the worst case, every active node in the network may send a $ChannelTaken$ message to its $k$-hop neighbors. Thus, the communication overhead of $E_k$-CA-AODV is $O(|V_k|)$, where $|V_k|$ is the number of active nodes in the network and $|V_k|$ is the number of nodes in a $k$-hop neighborhood. Both the computation overhead and the storage overhead of $E_k$-CA-AODV are $O(|V_k|)$ since each node only needs to process and store channel information of its $k$-hop neighbors, denoted by $|V_k|$. Due to its higher communication overhead, $E_k$-CA-AODV is best suited for a mobile ad hoc network with low mobility, where link breakage is not so often and channels do not need to be frequently re-assigned to nodes. However, $E_k$-CA-AODV has its strength in the case when interference range is more than 2-hops and when cumulative interference needs to be considered, as compared to the previous two schemes.

### 3.3. Protocol analysis

In this section, we first derive an upper bound on the number of distinct channels required by $E_k$-CA-AODV ($k \geq 2$). We then prove the correctness of $E_k$-CA-AODV. The proof for CA-AODV is similar and is omitted for brevity.

**Proposition 1.** To assign distinct channels to any node within a $k$-hop range, the number of channels required has an upper bound of $n_r \cdot (k + 1)$, where $n_r$
is the number of active routes that lie within the k-hop range of any node in the network.

**Proof.** This proposition can be proven by induction.

(i) Base Case: If there is only one route in the network, it can be easily shown that the number of required distinct channels is \( k + 1 \).

(ii) Induction Step: Assume that when there are \( n \) active routes within a \( k \)-hop range, the required number of channels is \( n \cdot (k + 1) \). If there are \( n + 1 \) active routes within a \( k \)-hop range, the \((n + 1)\)th route can be assigned \( k + 1 \) new channels that are different from any of the previous \( n \cdot (k + 1) \) channels. The total number of channels needed for \( n + 1 \) active routes is then \((n + 1) \cdot (k + 1)\).

Therefore, the proposed algorithms need at most \( n_r \cdot (k + 1) \) distinct channels. \( \square \)

Note that this upper bound is achieved when there is no common links among active routes. If that is the case, channels are assigned to each active route independently and each route requires \( k + 1 \) channels. If active routes in the network share links, the network requires fewer channels than \( n \cdot (k + 1) \).

**Proposition 2.** After a new route has been established, each node along the new route is assigned a distinct channel among its \( k \)-hop neighbors, provided that both the number of available channels and \( W_t \) is sufficiently large.

**Proof.** Under the assumption that the channel assignment procedure is not disrupted by sudden failure or malfunction of nodes, the channel information carried by control messages is consistent with the channel information saved at each node. Moreover, ChannelTaken messages can propagate to all nodes within a \( k \)-hop range, provided that \( W_t \) is sufficiently large. When a new route is established, each node on the route will have its \( k \)-hop active neighbors’ channel information. Because a node randomly picks its own channel from the available channel set, which does not contain any of its \( k \)-hop neighbors’ channels, this node must have a channel that is distinct from any of its \( k \)-hop neighbors. \( \square \)

Many existing algorithms do not explicitly consider the case when the number of available channels is not sufficiently large [9–11]. The proposed algorithms can effectively handle this case. A general rule would be to let the nodes using the same channel to be as far apart from each other as possible. Specifically, if \( k \leq 2 \), a node with \( \mathcal{A} = \emptyset \) should randomly pick a channel from the set of least reused channels (in its \( k \)-hop neighborhood) in \( \mathcal{C} \). If \( k \geq 3 \), this node should randomly pick a channel from the channels that are taken by nodes two-hop away. Thus, the algorithms ensure minimum number of collisions, as well as taking interference into consideration (see Eqs. (2) and (3)).

### 4. Description of the MC-MAC protocol

The proposed channel assignment and routing protocols have a companion multi-channel MAC (MC-MAC) protocol, which is designed to allow simultaneous data transmissions on different data channels. It is assumed that there is one dedicated control channel and up to \( N \) data channels in the network. Each data channel is equivalent and has the same bandwidth. Recall that each host is equipped with two transceivers, Transceiver I operating on the common control channel all the time and Transceiver II that switches from one channel to another for data packets.

MC-MAC is a transmitter-based protocol. As discussed, nodes are assigned channels by the combined channel assignment and routing protocols. RTS and CTS messages are sent on the control channel with Transceiver I, while data packets and ACKs are sent on the assigned data channel by Transceiver II. When a node is ready to transmit, it will first convey its assigned data channel to the destination node through RTS/CTS exchange. As shown in Fig. 10, when a sender, say node A, intends to transmit, its Transceiver I will broadcast an RTS message carrying its own data channel index, \( c_{AB} \). Upon receiving the RTS message, the

![Fig. 10. The four-way handshake procedure of MC-MAC.](image)
destination, say Node B, replies a CTS message carrying $c_{AB}$ from its Transceiver I and sets its Transceiver II to channel $c_{AB}$. After Node A receives the CTS from the control channel, its Transceiver II switches to the confirmed data channel $c_{AB}$ and starts data transmission.

Neighboring nodes that overhear the RTS/CTS exchange but do not share the same data channel with Node A should defer only for the duration of the RTS/CTS exchange. If a node is assigned the same data channel $c_{AB}$, two situations may happen, as illustrated in Fig. 10.

- If the node overhears a CTS message, it should defer from using the data channel $c_{AB}$ until the end of the data transmission to avoid causing a collision at the receiver.
- The node that overhears only an RTS message, but not a CTS message, should first defer from using the control channel only for the duration of the control packet transmission. Then, it performs carrier sensing on the data channel $c_{AB}$. If the carrier is busy, which means that the transmitting node has successfully acquired the medium, the node should defer for the duration of the data packet transmission. However, if the carrier is not busy, the node can start to contend for this channel immediately.

The sender listens on the data channel until an ACK is received or a timeout occurs. If a node receives an RTS on the control transceiver while its data transceiver is busy communicating with another node, it returns a Negative CTS (NCTS) on the control channel to the sender, indicating that a collision has not occurred. Thus the sender is not obliged to increase its contention window nor to back off.

Because MC-MAC transmits control packets on the common control channel and data packets on non-overlapping orthogonal data channels, the transmissions on the control channel and on different data channels can occur in parallel. This type of parallelism is sometimes called “pipelining” [16]. When nodes have different data channels from the ongoing data transmissions, they need to defer only for the duration of control packet transmission. Since the size of data packets is usually much larger than that of control packets, many data transmissions can occur in parallel on different data channels. Also note that MC-MAC solves the hidden terminal problem as in the IEEE 802.11 MAC by using the RTS/CTS dialog to reserve data channels.

5. Performance evaluation

In this section, we first compare the performance of E2-CA-AODV with that of an existing channel assignment protocol, i.e. the channel assignment scheme (CAS) [11]. We then demonstrate the capacity improvement of E2-CA-AODV and MC-MAC over the original IEEE 802.11 MAC. All the simulations reported in this section are performed using the ns-2 simulator [17,18].

5.1. Simulation setting

We assume that 64 wireless nodes are placed randomly in a square area. Each node is equipped with two half-duplex transceivers. All nodes in the network share the same common control channel. There are 6 or 12 different data channels available. In all simulations, the radio range of a node is set to 250 m and the interference range is set to 550 m, which is approximately twice the radio range [18]. The two-ray ground propagation model is selected and the physical channel bandwidth for all data channels and the control channel is set to 2 MB/s [18]. Most current wireless LAN cards have a channel switch delay of 40–80 µs [19], and we therefore assume a channel switch delay of 80 µs. Each simulation lasts for 7600 s, where the warm-up period is 3600 s and the effective simulation time is 4000 s, in order to get steady state statistics [20].

Four UDP flows are generated in the network. Each UDP flow has an offered load ranging from 40 KB/s to 1000 KB/s. For routing, AODV is used with the IEEE 802.11 MAC and CAS, while E2-CA-AODV is used with MC-MAC. We choose CAS because it is one of a few distributed channel assignment protocols that can operate in the mobile, multi-hop environment. Additionally, unlike other channel assignment schemes that were proposed to work with the IEEE 802.11 MAC [3,13,21], CAS can work with the proposed MC-MAC.

Two wireless ad hoc networks are simulated: a 800 m × 800 m dense network and an 1600 m by 1600 m sparse network. Mobile nodes move randomly according to the random waypoint mobility model, where the maximum speed is 5 m/s and the minimum speed is 4 m/s. The maximum pause time is 5 s. Although we have also studied E2-CA-AODV and CAS at higher speeds, the results are not significantly different. We find that the network density, on the other hand, has a much greater impact on the performance than node speed. This coincides
with observations made by Bahl, Chandra, and Dunagan in [19].

5.2. Performance comparison

We first compare E2-CA-AODV with three schemes: (i) the single-channel IEEE 802.11 MAC, (ii) a scheme with unlimited number of data channels, and (iii) CAS. The IEEE 802.11 MAC serves as a lower bound for our performance study. In the unlimited data channel scheme, each node has its own unique data channel in the network and a common control channel is shared by all nodes in the network. This is the ideal case with unlimited network resource and serves as a performance upper bound: its performance upper bounds that of any distributed/centralized channel assignment protocols with a finite set of channels.

CAS assigns distinct channels, or codes, to a node and its two-hop neighbors. In CAS, each node sends out code assignment messages (CAM) that propagate to its one-hop neighbors. CAMs are transmitted under three conditions: (i) when a new node comes up, (ii) when a node detects a change of code by any of its one-hop neighbors, and (iii) when a node finds that one of its one-hop neighbors is no longer active. A CAM contains: (i) the address and code of the source node, (ii) the addresses and codes of source node’s one-hop neighbors, (iii) the acknowledgements to earlier received CAMs, and (iv) a response list of zero or more nodes which need to send an ACK for this CAM. The communication complexity of CAS is \( O(d^2 \cdot |V|) \), where \( d \) is the maximum number of one-hop neighbors for any node and \( |V| \) is the total number of nodes in the network [11]. In contrast, E2-CA-AODV has a linear complexity \( O(d_a) \), since channel information is piggybacked in routing control messages.

Fig. 11 plots the performance of the above schemes in the dense network, and Fig. 12 plots the performance of the schemes in the sparse network. For aggregate throughput, Figs. 11a and 12a show that because of its high control overhead, CAS performs worse than E2-CA-AODV in both dense and sparse networks. Especially in a dense network where a node may have many neighbors, the control overhead of CAS is so high that when the data rates are lower than 300 Kbps, CAS with 12 data channels performs even worse than the single-channel IEEE 802.11 MAC (see Fig. 11a). That is, the performance degradation caused by the control overhead dominates the performance gain of using multiple channels. Similar observation can be made in Fig. 12a for rates lower than 200 Kbps.

Figs. 11b and 12b show that the delay performance of CAS is better than that of the IEEE 802.11 MAC protocol, but still not as good as that of E2-CA-AODV. Using multiple channels, both E2-CA-AODV and CAS can effectively reduce collisions and contention in the network. Thus, the end-to-end delay suffered by a data packet is greatly reduced, as compared with the single-channel IEEE 802.11 MAC.

We then compare E2-CA-AODV with a random-AODV algorithm. In the random-AODV algorithm, a node determines its own channel index based on its MAC address. Therefore, no channel assignment is needed in the random-AODV scheme, but there will be more collision and severer interference
since the channels are randomly choosing without any coordination.

The simulation results for the dense network and the sparse network are presented in Figs. 13 and 14, respectively. Fig. 13a shows that E2-CA-AODV always achieves a higher throughput than the random-AODV scheme in a dense network, given an equal number of channels. The performance gap between the two is larger as the number of available channels decreases. We also find that E2-CA-AODV combined with MC-MAC can have a throughput up to three times higher than that of IEEE 802.11 MAC. Fig. 13b shows that the end-to-end delay increases for all schemes when the data rate increases. However, both multi-channel schemes with 12 data channels have delays much lower than that of IEEE 802.11 MAC.

Fig. 14a and b shows the throughput and delay for all schemes in a sparse network. The performance gaps between different schemes are not as large as those in the dense network, although E2-CA-AODV still achieves an clear improvement over the random-AODV scheme. In a sparse network, the interference and collisions generated by neighboring nodes is much lower compared to those in a dense network. This is because each node has fewer neighbors in a sparse network. Therefore, the performance gain of the multi-channel MAC schemes is not as significant as in a dense network.

5.3. Remarks

Based on the simulation results presented in the previous section, we can make several interesting
observations, which are discussed in the following. First, communication overhead has a profound impact on the performance of distributed channel assignment protocols. Both E2-CA-AODV and CAS seek to assign distinctive channels to nodes in a two-hop neighborhood. However, because E2-CA-AODV has lower communication overhead, it has much better performance than CAS in terms of throughput and delay, and the performance gain is more significant in a dense network. On the other hand, if the control overhead is not prohibitively high, utilizing multiple channels always gives better performance than the IEEE 802.11 MAC scheme. The reason is that the use of multiple channels increases the possibility of concurrent transmissions in the network.

Second, in all simulated scenarios, the performance gap between the scheme with an unlimited number of channels and E2-CA-AODV with 12 data channels, is not significant. Thus, we can conclude that due to the negligible interference generated by distant nodes, a large number of data channels is not necessary to achieve the most benefits of the use of multiple channels. The optimal number of channels should be a function of node density and interference range.

Third, the performance gap between E2-CA-AODV and the random scheme decreases when the number of available channels increases. By intelligently assigning channels, E2-CA-AODV can effectively avoid collisions and mitigate intra-flow interference. The random scheme merely tries to make use of all the available channels without coordination among the nodes and consideration of collision and interference. However, when there is a large number of available channels, collisions may be infrequent even if channels are assigned randomly.

Fourth, the performance gains achieved by of E2-CA-AODV/MC-MAC over AODV/IEEE 802.11 MAC, is not in proportion to the number of channels utilized. For instance, for E2-CA-AODV/MC-MAC with 12 available data channels, the throughput gain can be up to three times, rather than 12 times, as compared to the throughput achieved by the AODV/IEEE 802.11 MAC. MC-MAC assumes that all nodes in the network share a common control channel. With an increase in the number of data channels, the control traffic also increases and cause congestion and collisions in the common control channel, as more nodes try to transmit in parallel. Therefore, the time period a node can spend on transmitting data packets is reduced, which degrades the performance of E2-CA-AODV. The control channel becomes the performance bottleneck. In addition, the channel switch delay is non-negligible, which further degrades the performance. In fact, Kyasanur and Vaidya [22] show that when the number of transceivers is less than the number of available channels, network capacity may even be worse.

6. Related work

The channel assignment problem has been widely studied in the context of infrastructure-based wireless networks, such as cellular networks [23] and IEEE 802.11 WLANs [4]. This class of work considers the interference among access points or base stations, and focuses on assigning channels to the base
stations to reduce interference and accommodate a given network traffic load. Therefore, such schemes belong to the network planning paradigm, which is quite different from the dynamic, infrastructureless ad hoc network environment considered in this paper.

In [9], Hu studies the problem of distributed code assignment for CDMA packet radio networks, including ad hoc networks. Under the assumption that each node has a neighbor table updated by a network-layer routing protocol, Hu’s approach transforms the code assignment problem into a graph theory problem. This problem is shown to be \( NP \)-complete and fast heuristic algorithms are developed. Even though the solutions proposed are sound, they have high time complexity and high communication overhead. The schemes do not consider the case when the number of codes is limited and perfect assignment is not possible. Moreover, Hu considers only static networks in his designs.

Garcia-Luna-Aceves and Raju [11] describe a distributed code assignment scheme (CAS) that works in a mobile ad hoc network (see the previous section). CAS assigns distinct channels, or codes, to a node and its two-hop neighbors. If the number of codes available for assignment is at least \( d(d - 1) + 2 \), where \( d \) is the maximum degree, i.e., the maximum number of neighbors for any node, it is shown that there will be no interference after the algorithm converges. However, this algorithm incurs high communication and computation overhead, as well as high time and storage complexity. This algorithm does not explicitly consider the case when the number of available channels is less than \( d(d - 1) + 2 \).

There are several recent proposals for routing protocols that are suitable for multi-hop multi-channel wireless mesh networks [3,13,21,24]. The approach taken by most of these proposals is to combine routing with intelligent multi-channel assignment, such that channel utilization is maximized and the system performance can be substantially improved. However, because the focus of these approaches is routing, the performance of the channel assignment schemes has not been studied [3,21,24]. In addition, some channel assignment protocols have high time complexity, e.g. \( O(K|V|^3 \log m + m^2) \) [13], where \( m \) is the total number of radio connections in the network and \( K \) is the minimum number of neighbors that a node has.

Table 2 compares several heuristic algorithms in terms of their communication, computation, and storage complexity. In the table, \( d \) is the maximum number of one-hop neighbors for any node (i.e. degree), \( d_a \leq d \) is the maximum number of active one-hop neighbors for any node, \( k \) is a constant that represents a neighborhood size, \( |V_i| \) is the number of active nodes in the network, \( |V_k| \) is the number of nodes in a \( k \)-hop neighborhood, and \( n \) is the total number of active routes within a \( k \)-hop range of each other. For CA-AODV and E2-CA-AODV, the channel assignment information is piggybacked
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\text{Table 2}
\]

Comparison of CA-AODV to existing algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized greedy</td>
<td>( d(d - 1) + 1 )</td>
<td>N/A</td>
<td>( d^2 \cdot</td>
<td>V</td>
</tr>
<tr>
<td>Distributed channel</td>
<td>( d(d - 1) + 2 )</td>
<td>( d^2 \cdot</td>
<td>V</td>
<td>)</td>
</tr>
<tr>
<td>Random scheme</td>
<td>N/A</td>
<td>( O(1) )</td>
<td>( O(1) )</td>
<td>( O(1) )</td>
</tr>
<tr>
<td>CA-AODV</td>
<td>( k + 1 )</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
<td>( O(k) )</td>
</tr>
<tr>
<td>E2-CA-AODV</td>
<td>( d_a(d_a - 1) + 1 )</td>
<td>( O(d_a) )</td>
<td>( O(d_a) )</td>
<td>( O(d_a) )</td>
</tr>
<tr>
<td>E4-CA-AODV</td>
<td>( n(k + 1) )</td>
<td>( O(</td>
<td>V_k</td>
<td>\cdot</td>
</tr>
</tbody>
</table>

Table 3

Comparison of MC-MAC to existing multi-channel MAC protocols

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Medium access</th>
<th>Channel selection</th>
<th>Hardware requirement</th>
<th>Synchro. required</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCA [5]</td>
<td>CSMA/CA</td>
<td>Per packet</td>
<td>2 transceivers</td>
<td>No</td>
</tr>
<tr>
<td>MMAC [25]</td>
<td>CSMA/CA</td>
<td>Per beacon interval</td>
<td>1 transceiver</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-channel CSMA [6]</td>
<td>CSMA/CA</td>
<td>Per packet</td>
<td>1 transmitter</td>
<td>No</td>
</tr>
<tr>
<td>RICH-DP [26]</td>
<td>Channel hopping</td>
<td>Hopping sequence</td>
<td>1 transceiver</td>
<td>Yes</td>
</tr>
<tr>
<td>SSCH [19]</td>
<td>Channel hopping</td>
<td>Hopping sequence</td>
<td>1 transceiver</td>
<td>Yes</td>
</tr>
<tr>
<td>MC-MAC</td>
<td>CSMA/CA</td>
<td>Per route change</td>
<td>2 transceivers</td>
<td>No</td>
</tr>
</tbody>
</table>
in routing messages. In addition, channel assignments for each neighbor node are saved along with each entry in the neighbor table. Therefore, there is very little communication overhead and storage overhead for this two protocols. E\textsubscript{k}-CA-AODV introduces a Channel\textsubscript{Taken} message that is broadcast by active nodes to nodes within a \(k\)-hop neighborhood. Thus, the communication complexity of E\textsubscript{k}-CA-AODV is \(O(|V_1| \cdot |P_k|)\).

A significant body of prior work examines the benefits of utilizing multiple channels [3,5,6, 19,25,26]. These existing multi-channel MAC protocols differ in their (i) channel selection techniques, (ii) medium access control schemes, and (iii) hardware requirements [27]. Table 3 summarizes several important features of several existing multi-channel MAC protocols. There is no general rule as to which scheme is better than another. However, a fundamental tradeoff exists between the hardware complexity and the system performance. Simpler schemes with less hardware requirements are often compatible with the IEEE 802.11 standard and are easy to implement, whereas complex schemes with greater hardware requirements often yield better performance. Because we combine channel assignment with routing protocols, the MC-MAC protocol only needs to implement the medium access control function, which greatly simplifies the protocol design.

7. Conclusions

We examined distributed, on-demand routing and channel assignment in multi-channel mobile ad hoc networks. Three principles have been presented for designing effective channel assignment protocols. Based on these design principles, we introduced CA-AODV, and its two extensions, E\textsubscript{2}-CA-AODV and E\textsubscript{k}-CA-AODV, that combine channel assignment with on-demand routing. These protocols exhibit lower communication, computation, and storage complexity, and require fewer channels than many existing channel assignment algorithms. We also introduced a companion MC-MAC protocol that works with the proposed channel assignment protocols. Simulation results show that the proposed schemes can offer an improvement up to a factor of three in throughput over the IEEE 802.11 MAC protocol. The proposed approach provides an effective solution to the low throughput problem in multi-hop wireless networks.
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