Fast simulation of stochastic exposure distribution in electron-beam lithography
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The relative critical dimension variation of nanoscale features has become large enough to significantly affect the minimum feature size and maximum circuit density realizable in most lithographic processes. One source of such variation is the line edge roughness (LER). In the electron-beam lithographic process, the fluctuation of exposure (energy deposited) in the resist is one of the main factors contributing to the LER. It is essential to accurately estimate the exposure fluctuation for developing an effective method to reduce the LER. A possible method is to rely on the Monte Carlo simulation in computing the exposure distribution in a circuit pattern, i.e., generating a point spread function (PSF) for each point to be exposed, where the PSF is stochastic. While this approach can lead to a more realistic estimation, it is not practical due to its tremendous amount of computation required. In this paper, a new method to greatly reduce the number of PSF’s to be generated without sacrificing the accuracy of estimating the exposure fluctuation is described. It generates only a small number of stochastic PSF’s and uses them randomly in the exposure calculation for a circuit pattern. Through an extensive simulation, it is shown that the new method is statistically equivalent to generating a PSF for each point with an acceptable error. Since it is not necessary to know the exact spatial distribution of exposure for estimation of the LER, the new method has a good potential to be employed in practice to reduce the computation time by orders of magnitude.

I. INTRODUCTION

Electron-beam (e-beam) lithography is widely employed in transferring circuit patterns onto resist, including three-dimensional structures. Its main drawbacks are the low throughput due to pixel-by-pixel or feature-by-feature writing and the proximity effect caused by electron scattering. Nevertheless, its capability of writing ultrafine features still finds a variety of applications, such as fabrication of photomasks, imprint lithography molds, experimental circuit patterns, etc. Correction of the proximity effect has been investigated over three decades by several researchers in an effort to minimize the CD (critical dimension) error and eventually increase the circuit density. Another related issue is the variation of CD within a pattern or among patterns due to the stochastic nature of lithographic and developing processes. Note that the CD variation is a common problem of all types of lithography. The relative CD variation compared to the feature size has become significant as the minimum feature size goes well below 100 nm and can significantly affect the minimum feature size and maximum circuit density realizable in practice. A quantitative measure of such variation which is being extensively studied these days is the line edge roughness (LER). The studies include modeling, estimation, and reduction of LER. The objective of our recent research project is to develop an effective way to minimize the LER for the e-beam lithographic process. As a first step, an efficient way to estimate the LER is being investigated.

In e-beam lithography, one of the main sources of the LER is the fluctuation or stochastic distribution of exposure (energy deposited) in the resist, which leads to the variation of CD after development. In several studies, an analytic model such as Anderson model was formulated to estimate the LER. However, accuracy of the parameters required in such a model is not guaranteed. The focus of this paper is on designing a method for simulating the exposure fluctuation throughout the resist fast and accurately. In order to simulate the stochastic exposure distribution in the resist, one may employ the Monte Carlo simulation. A possible method, to be referred to as direct Monte Carlo method (DMC), is to generate a separate (instance of) point spread function (PSF), for each exposed point in a circuit pattern, which describes the exposure distribution in the resist when a point is exposed. While the exposure distribution derived (through convolution) by this method can be realistic, it is not practical since the number of points (or PSF’s to be generated) is tremendous and generating a PSF requires a long computation time. A new method proposed in this paper reduces the number of PSF’s greatly without sacrificing the accuracy of estimating the exposure fluctuation substantially.

The key idea of the new method is to generate a small number of (stochastic) PSF’s and use them randomly in the exposure calculation for a circuit pattern, to be referred to as simplified Monte Carlo method (SMC). For each point exposed, a PSF is selected randomly from the set of PSF’s generated. Since the number of PSF’s generated is much smaller than the number of points exposed, the computation required would not be overwhelming. The validity of the
method has been verified through extensive simulation with two measures of exposure fluctuation, i.e., standard deviation (SD) and power spectral density (PSD).

The rest of the paper is organized as follows. The general model of LER simulation is described in Sec. II. The model and method of direct Monte Carlo are briefly reviewed in Sec. III. The simplified Monte Carlo method will be introduced in Sec. IV. The simulation procedures are described in Sec. V. Results are discussed in Sec. VI. A summary is provided in Sec. VII.

II. SIMULATION OF LER

In e-beam lithography, the LER is mainly due to the stochastic nature of e-beam exposing and resist developing processes. The electron scattering in the resist is a stochastic process and therefore the exposure distribution for a point exposed, i.e., a PSF, is stochastic. Even when a constant dose is given to a long line, the exposure along the edge of the line fluctuates leading to the edge roughness. The resist developing process also involves a significant level of randomness, which contributes to the LER. Especially in the case of chemically amplified resist, the photoacid generator tends to increase the LER, depending on its density and distribution. Modeling the LER is an important step toward developing a method to minimize it.

One of the approaches to modeling the LER, which can lead to realistic results, is to employ the Monte Carlo simulation in obtaining the stochastic distribution of exposure in the resist layer. Then, the LER is estimated from the remaining resist profile derived through the simulation of developing process. However, in this study, the focus is placed on simulating the stochastic fluctuation of exposure in the resist through the Monte Carlo simulation, without the simulation of resist development, due to the following reasons. First, a significant portion of LER comes from the stochastic distribution (or fluctuation) of exposure and therefore consideration of the exposure distribution only is sufficient. Second, the computation of exposure distribution is independent of the estimation of resist profile and is complete by itself. Third, the estimated resist profile heavily depends on the developing process assumed and the development simulation method employed. Therefore, inclusion of the resist development simulation may skew results from analyzing the proposed method.

A fundamental limitation of employing the Monte Carlo simulation is that it requires the tremendous amount of computation due to a large number of pixels in a circuit pattern for each of which a PSF (an instance of stochastic PSF) needs to be generated. Therefore, a method which is fast and accurate (statistically equivalent) in simulating the stochastic exposure distribution would be a useful tool for the LER research.

III. DIRECT MONTE CARLO METHOD

The most realistic way to simulate the stochastic exposure distribution in the resist is to employ the Monte Carlo simulation at each point exposed by the e-beam. Individual electrons incident at each point to be exposed are traced through scattering and energy-deposition processes. This is equivalent to generating an instance of stochastic PSF (to be referred to as a PSF hereafter) for each point. Let \( N_c \) denote the number of points to be exposed in a circuit pattern. The set of PSF’s generated may be represented by \( S = \{ psfi(x, y, z) | i = 1, \ldots, N_c \} \) where \( i \) is the PSF index or the index for points exposed. In this study, it is assumed as usual that the process of exposing a pattern by e-beam can be modeled by a linear system. Accordingly, the 3D exposure distribution \( e(x, y, z) \) in the resist is computed by the convolution between the PSF and the dose distribution function \( d(x, y, 0) \) defined at the surface of resist (see Fig. 1),

\[
e(x, y, z) = \int d(x-x', y-y, 0) psfi(x', y', z) \mathrm{d}x'\mathrm{d}y',
\]

where

\[
d(x, y, 0) = \begin{cases} D & \text{for exposed points} \\ 0 & \text{otherwise.} \end{cases}
\]

Note that Eq. (1) is a spatially varying convolution since the PSF varies spatially, i.e., \( psfi(x, y, z) \) from the set \( S \) is used for the \( i \)th point exposed. In the remainder of the paper, the term “convolution” refers to the spatially varying convolution.

The fundamental limitation of this approach (to be referred to as DMC method) is that its computational complexity is too high to be practical for most patterns of realistic size. Let \( N_d \) denote the number of electrons incident at each point for a given dose \( D \), i.e., \( N_d = \frac{Dp}{q} \), where \( p \) is the distance between two adjacent points and \( q \) is the charge of electron. Then, the total number of electrons, \( N_c \), to be traced in the simulation is \( N_dN_c \). Note that \( N_c \) is usually very large.

IV. SIMPLIFIED MONTE CARLO METHOD

As mentioned above, the DMC method is too time-consuming to be employed for a realistic size of circuit pattern. Hence, a new method which is more computationally feasible is needed. Since PSF’s are stochastic and only certain measures of exposure fluctuation, not the exposure distribution itself, are of interest, \( N_c \) PSF’s do not need to be

![Fig. 1. 3D model of substrate system.](image-url)
generated (when a circuit pattern contains \( N_c \) points to be exposed). In this paper, a method which generates only \( N_p \) PSF’s where \( N_p < N_c \) and selects a PSF randomly for each point exposed for calculation of the exposure distribution is described (to be referred to as SMC method). The validity of the method is evaluated through an extensive simulation. The set of PSF’s generated is denoted by \( S = \{ \text{psf}_j | j = 1, \cdots, N_p \} \). In the SMC method, a PSF is randomly selected from the set \( S \) for each of \( N_c \) points exposed. That is, calculation of the exposure distribution \( e(x, y, z) \) can be expressed as (also refer to Fig. 2)

\[
e(x, y, z) = \int \int d(x - x', y - y', 0) \text{psf}_j(x', y', z) \, dx' \, dy'. \tag{3}
\]

In the above convolution, \( j = \text{random}(i) \) which returns a random number \( j \) given \( i \) where \( 1 \leq i \leq N_c \) and \( 1 \leq j \leq N_p \). Note that \( i \) is the index for points exposed and \( j \) is the PSF index. That is, the function \( \text{random( )} \) randomly selects a PSF from \( S \) for each point \( i \) exposed. In the DMC method, each PSF is used only once for a point exposed in the exposure calculation [Eq. (1)]. But, in the SMC method, it is possible that a PSF is selected for more than one point exposed, i.e., on the average \( \frac{N_c}{N_p} \) times.

The two commonly employed measures of the LER are the standard deviation and power spectral density of edge locations. In this study, the standard deviation \( \sigma \) and power spectral density \( P(\omega) \) of \( e(x, y, z) \) are considered in order to evaluate the validity of the proposed SMC method. The method relies on the fact that the two measures converge as \( N_p \) increases. On a layer of resist, \( \sigma \) and \( P(\omega) \) are computed along paths parallel to the edge of feature according to Eq. (3). Let \( \sigma^{(N_p)} \) and \( P^{(N_p)}(\omega) \) denote \( \sigma \) and \( P(\omega) \) obtained using \( N_p \) PSF’s, i.e., \( S = \{ \text{psf}_j | j = 1, \cdots, N_p \} \), respectively. Let us define the “convergence errors” of \( \sigma \) and \( P(\omega) \) as follows:

\[
\varepsilon_\sigma = |\sigma^{(N_p)} - \sigma^{(N_p)}|, \tag{4}
\]

\[
\varepsilon_{P(\omega)} = |P^{(N_p)}(\omega) - P^{(N_p)}(\omega)|. \tag{5}
\]

One of the objectives of this study is to find the minimum \( N_p \) (denoted by \( N_p^{\text{min}} \)) which satisfies

\[
\lim_{{N_p \to N_p^{\text{min}}}} \varepsilon_\sigma < \varepsilon_\sigma, \tag{6}
\]

\[
\lim_{{N_p \to N_p^{\text{min}}}} \varepsilon_{P(\omega)} < \varepsilon_{P(\omega)}, \tag{7}
\]

where the thresholds \( \varepsilon_\sigma \) and \( \varepsilon_{P(\omega)} \) are small enough that \( \sigma^{(N_p^{\text{min}})} \) and \( P^{(N_p^{\text{min}})}(\omega) \) can be considered statistically equivalent to \( \sigma^{(N_p)} \) and \( P^{(N_p)}(\omega) \), respectively.

The computational complexity of the SMC method is \( N_d N_p^{\text{min}} \) compared to \( N_d N_c \) of the DMC method. In order for the SMC method to be practical, \( N_p^{\text{min}} \) needs to be much smaller than \( N_c \). Hence, it is necessary to analyze the behaviors of the two measures as functions of \( N_p \). The reduction factor, which quantifies the reduction in the computational requirement (for generating PSF’s) by the SMC method over the DMC method, is defined as the ratio of the computational complexity of the DMC method to that of the SMC method. That is,

\[
\text{reduction factor} = \frac{N_d N_c}{N_d N_p^{\text{min}}} = \frac{N_c}{N_p^{\text{min}}} \tag{8}
\]

Note that the larger the reduction factor is, the greater the computational saving by the SMC method is.

V. EVALUATION

The validity of the SMC method has been examined through an extensive simulation with single-feature and multi-feature patterns.

A. Model and measures

The resist layer in the substrate system in Fig. 1 may be considered as a stack of thin resist layers as shown in Fig. 3. It is assumed that a feature of size \( W \times L \) (or features) is long in the Y-dimension (see Fig. 4). The Z-axis is along the resist depth dimension. Given a feature (or features) exposed, the 3D exposure distribution is computed layer-by-layer through convolution between the dose distribution function and the 3D point spread function. Based on the exposure distribution

![Fig. 2. In the proposed SMC method, a set of PSF’s (i.e., instances of stochastic PSF) are generated through the Monte Carlo simulation and the exposure is computed by selecting a PSF randomly from the set for each point exposed during the convolution.](Image 66x106 to 283x279)

![Fig. 3. Resist system is modeled by multiple thin layers. In this study, the top, middle, and bottom layers are considered.](Image 229x269 to 546x359)
computed within the exposure window of size $M \times N$ (see Fig. 4) in each layer, the two measures of exposure fluctuation are derived, i.e., standard deviation ($\sigma$) and power spectral density ($P(\omega)$).

Given $X$ (the distance from the feature edge) and $Z$ (resist layer), the standard deviation of exposure distribution (along a line parallel to the Y-axis: refer to Fig. 4) is computed by

$$\sigma_y = \sqrt{\frac{1}{N} \sum_y (e(X,y,Z) - \bar{e}_y(X,Z))^2}, \quad (9)$$

where $\bar{e}_y(X,Z) = \frac{1}{N} \sum_y e(X,y,Z)$.

Similarly, given $X$ and $Z$, the power spectral density is computed as

$$P_y(\omega) = |F_y(\omega)|^2, \quad (10)$$

where $F_y(\omega)$ is the discrete Fourier transform of exposure distribution, i.e., $\frac{1}{N} \sum_y e(X,y,Z)e^{-j\omega y}$ and therefore the discrete frequency $\omega$ ranges from 0 to $\omega_{\text{max}} = \frac{2\pi}{X}$.

**B. Procedures**

The procedures for evaluating the SMC method by computing the two measures, SD ($\sigma_y$) and PSD ($P_y(\omega)$), with $N_p$ varied are depicted below (also refer to the flowchart in Fig. 5):

**Step 1:** Generate $N_p^{\text{max}}$ (stochastic) PSF’s where $N_p^{\text{max}} < N_c$. Initialize $N_p$ to a small value, e.g., 1.

**Step 2:** Choose $N_p$ PSF’s randomly to get $S = \{\text{psf}_j\}_{j=1}^{N_p}$.

**Step 3:** Compute the layer-by-layer three-dimensional exposure $e(x,y,z)$ within the exposure window, randomly selecting a PSF from $S$ for each point in the feature exposed.

**Step 4:** Compute $\sigma_y$ and $P_y(\omega)$ using $e(x,y,z)$ obtained in Step 3.

**Step 5:** Repeat Steps 3 and 4 $K$ times using the same $N_p$ PSF’s (note that the PSF for a point in the feature is randomly selected). Compute $\bar{\sigma}_y$ and $\bar{P}_y(\omega)$ by averaging the $K$ values (samples) of $\sigma_y$ and $P_y(\omega)$, respectively.

**Step 6:** Increase $N_p$. Go back to Step 2 if $N_p < N_p^{\text{max}}$.

The reason for computing $\bar{\sigma}_y$ and $\bar{P}_y(\omega)$ in Step 5, i.e., the average $\sigma_y$ and $P_y(\omega)$, is to obtain more statistically stable results.

**C. Single feature**

A long rectangular feature is employed in order to analyze the behaviors of SD and PSD of $e(x,y,z)$ computed by the SMC method as functions of $N_p$ where $N_p^{\text{max}}$ is much smaller than $N_c$. As shown in Fig. 4, an exposure window is partially overlapped with the feature so that the fluctuation of exposure inside and outside the feature can be examined.

For a realistic size of feature, generating $N_p$ PSF’s would take a very long time. In order to test the SMC method for the case where $N_p^{\text{max}} = N_c$, for completeness, a small size of rectangular feature is also considered. Since we reduce the feature size, the size of exposure window is reduced correspondingly.

**D. Multiple features**

The SMC method is also tested for a pattern of multiple features. A pattern of multiple lines shown in Fig. 6 is employed in order to examine the dependency of the behaviors of SD and PSD on location in a pattern. The two locations, corner and center, within the pattern are considered and the fluctuation of exposure inside and outside the feature is observed. In a multifeature pattern, the exposure level varies with location in the pattern even when the same features are uniformly distributed. Accordingly, the absolute values of the measures (SD and PSD) also depend on location. In order to compare the statistical behaviors of the measures at the corner and center locations excluding the effect of the spatially varying exposure level, the measures are normalized: the SD by the sum of SD’s within the exposure window, and each frequency component (of PSD) by the sum of all frequency components given a column within the exposure window. Note that both sums are proportional to the exposure level.

$$\bar{\sigma}_y = \frac{\sum_{i=1}^{M} \sigma_y(X = i)}{M}, \quad (11)$$
\[ P_y(\omega) = \frac{P_y(\omega)}{\sum_{i=0}^{n_{\text{max}}} P_y(\omega = i)} \] (12)

where \( M \) is the width of exposure window and \( n_{\text{max}} \) is the highest frequency in the PSD (refer to Sec. V A).

**VI. RESULTS AND DISCUSSION**

The CASINO software\(^{14} \) is employed to generate stochastic PSF’s. In the substrate system employed, a 300 nm layer of PMMA (poly(methyl methacrylate)) is on top of Si. The beam energy is set to 50 keV with the beam diameter of 3 nm. Each feature is exposed with the uniform dose of \( 640 \mu \text{C/cm}^2 \) and the unit of exposure is eV/\( \text{nm}^2 \). The resist PMMA is modeled by five layers and the top, middle, and bottom layers are analyzed in this study.

In the simulation study, three test cases are considered in terms of pattern, i.e., a single long rectangle, a single small rectangle, and multiple long lines. The size of the long rectangular feature is \( 8 \times 300 (W \times L) \), i.e., \( N_c = 2400 \), with which the exposure window of \( 32 \times 256 (M \times N) \) is overlapped where the pixel size (interval) is 5 nm. The size of the small rectangular feature is \( 4 \times 50 \), i.e., \( N_c = 200 \), and that of the corresponding exposure window is \( 32 \times 32 \). In the multiline pattern, there are 11 lines where the size of each line is \( 8 \times 368 \), i.e., \( N_c = 32384 \), and the space between lines is 8. The exposure window of \( 9 \times 32 \) is placed at the corner and center of the pattern. The domain of PSF is \( 400 \times 400 \).

The exposure distributions right outside the edge \((X = 1)\) of the long rectangular feature are shown in Fig. 7. It is seen that there exists a significant difference in the exposure level among the resist layers. Also, the degree of exposure fluctuation varies with resist layer. In Figs. 8 and 9, \( \bar{\sigma}_y \) for \( X = 0 \) and 1 and \( P_y(\omega) \) for \( X = 0 \) are plotted as functions of \( N_p \). As \( N_p \) increases, both of \( \bar{\sigma}_y \) and \( P_y(\omega) \) initially vary significantly, but eventually converge. It can be seen that the value of \( N_p \) for which \( \bar{\sigma}_y \) and \( P_y(\omega) \) converge is well below 100, i.e., \( N_{\text{min}}^{p} < 100 \), much smaller than \( N_c = 2400 \). That is, the reduction factor [refer to Eq. (8)] is greater than 24. In more detail, \( \bar{\sigma}_y \) converges fastest in the top layer and slowest in

![Fig. 7. Exposure level and fluctuation vary with resist layer.](image-url)

![Fig. 8. Average standard deviation (\( \bar{\sigma}_y \)) obtained from the long rectangular feature where \( N_c = 2400 \) (refer to Sec. V B). The average exposure for \( X = 0 \) is 15.40, 15.41, and 15.36 for the top, middle, and bottom layers, respectively, and the average exposure for \( X = 1 \) is 0.03, 1.08, and 3.47 for the top, middle, and bottom layers, respectively.](image-url)
the bottom layer (see Fig. 8). The lower frequency component of $P(x)$ tends to converge faster (see Fig. 9). A higher frequency component would require averaging over more PSF’s before it converges to a stable value, canceling out the statistical fluctuation.

The small rectangular feature is employed to check for the completeness of results, i.e., to see if there is any change in the behaviors of SD and PSD beyond the convergence. $N_p$ is varied from 1 to $N_c$, which is 200 ($4 \times 50$). The behaviors of SD and PSD are analyzed in terms of their percent convergence errors defined as follows:

$$
\eta_a = \frac{\bar{\sigma}_a}{\sigma(N_c)} \times 100\%;
$$

$$
\eta_P(\omega) = \frac{\bar{P}(\omega)}{P(N_c)(\omega)} \times 100\%.
$$

In Table I, $\eta_a$ is provided for $X = 2$. It can be seen that the convergence error monotonically decreases as $N_p$ increases from 1 to $N_c$, which demonstrates the accuracy of SMC method. Therefore, one can stop increasing $N_p$ once the convergence error reaches an acceptable value. For example, $N_p = 80$ in this case when the acceptable convergence error is 5%.

In Figs. 10 and 11, $\bar{\sigma}_x$ for $X = 0$ and $\bar{P}_x(\omega)$ for $X = 0$ obtained for the multiline pattern are provided. The similar convergence behaviors of SD and PSD can be observed where $N_p$ is below 200 (so the reduction factor is at least 160). As expected, both of $\bar{\sigma}_x$ and $\bar{P}_x(\omega)$ are larger in the corner region than in the center region. Note that the exposure in the center region is statistically more stable, i.e., a smaller fluctuation since more exposed points contribute exposure to the points in the center region, i.e., more averaging is carried out, compared to the corner region. Due to the same reason, there is a smaller difference in both measures among the three layers in the center region.

Based on the above analysis, it can be said that the SMC method generates simulation results statistically equivalent to those by the DMC method with small errors in terms of the two measures, SD and PSD, and the reduction in the computational requirement is larger for a larger pattern.

### VII. SUMMARY

A computer simulation is often employed in many lithography research and development efforts. In order for the simulation to be practical, it must be not only accurate but also fast. In e-beam lithography, the stochastic fluctuation of

**Figure 9.** Average power spectral density ($P(x)$) obtained from the long rectangular feature where $N_c = 2400$ (refer to Sec. V B). The average exposure for $X = 0$ is 15.40, 15.41, and 15.36 for the top, middle, and bottom layers, respectively.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Number of PSF’s used ($N_p$)</th>
<th>Top</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>140</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>41.71, 31.29, 27.44, 13.34, 6.45, 4.26, 3.00, 1.65, 0.41</td>
<td>32.97, 24.37, 10.29, 4.55, 3.75, 1.56, 0.86, 0.48, 0.24</td>
<td>39.76, 22.50, 12.25, 6.26, 4.57, 3.56, 2.46, 0.44, 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 10. Normalized standard deviation ($\hat{\sigma}_y$) from the multiline pattern where $N_c = 32384$, in the center region: (a) and (b), and the corner region: (c) and (d). Note that $\hat{\sigma}_y$ is unitless (refer to Sec. VD).

Fig. 11. Normalized power spectral density ($\hat{P}_y(x)$; refer to Sec. VD) obtained from the multiline pattern where $N_c = 32384$, in the center region: (a) and (b), and the corner region: (c) and (d). Note that $\hat{P}_y(x)$ is unitless (refer to Sec. VD).
exposure in the resist is one of the main factors contributing to the LER. A direct method to simulate the exposure fluctuation is to carry out the Monte Carlo simulation at every point exposed. While this method can provide realistic results, it can be too time-consuming to be employed in practice. In this paper, a new method which can cut down the required computation by orders of magnitude and still produce the simulation results statistically equivalent to those by the direct method with an acceptable error is described. It is based on the fact that one is interested in certain measures of the exposure fluctuation, not the exact distribution of exposure itself. It generates a relatively small number of PSF’s and chooses a PSF randomly for each point exposed. The new method is simple, but it provides us with an effective tool for simulation of the stochastic exposure distribution. With the two measures of standard deviation and power spectral density in quantifying the exposure fluctuation, the validity of the new method has been evaluated through computer simulation. The current study includes the theoretical verification of the simulation results in this paper.
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