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The Propositional Calculus
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· Knowledge base = set of sentences in a formal language

· Declarative approach to building an agent (or other system):

· Tell it what it needs to know
· Then it can Ask itself what to do - answers should follow from the KB
· Agents can be viewed at the knowledge level



i.e., what they know, regardless of how implemented
· Or at the implementation level

· i.e., data structures in KB and algorithms that manipulate them
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A logic involves:

· A language (with a syntax which is used to specify sentences within the language)
· Inference rules (which can be used to manipulate sentences written in the language)
· Semantics (which provide a way of mapping language elements to elements of a subject matter)
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Logic in general

· Logics are formal languages for representing information such that conclusions can be drawn

· Syntax defines the sentences in the language

· Semantics define the "meaning" of sentences;

· i.e., define truth of a sentence in a world

· e.g., the language of arithmetic

· x+2 ≥ y is a sentence; x2+y > {} is not a sentence

· x+2 ≥ y is true iff the number x+2 is no less than the number y

· x+2 ≥ y is true in a world where x = 7, y = 1

· x+2 ≥ y is false in a world where x = 0, y = 6
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The Language:

· Atoms – T, F, or other alphanumeric identifiers

· Connectives – (, (, (, (, ( (or, and, implication, equivalence, negation)

The syntax of well formed formulas (also known as sentences) is as follows:

· Any atom is a sentence (T, F, bat_ok, liftable)

· If w1 and w2 are sentences then so are:

w1 ( w2  
(disjunction) 

w1 ( w2  
(conjunction)

w1 ( w2 
(implication)

(w1 
(negation)
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Rules of Inference

· Modus Ponens     
·  And-Elimination 
· And-Introduction
· Or-Introduction
· Double Negation
· Resolution
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Truth tables for connectives
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Proofs

· A set of sentences (s1, s2, . . ., sn) is called a proof of sn iff each sentence si is a member of the set ( (the knowledge base) or can be inferred from an earlier sentence in the sequence (using of course a rule of inference).

· ( ⊢ sn

Means that sn can be proved from ∆

· ∆ ⊢R sn
Means that sn can be proved from the KB, ∆, using a set of R 

inference rules.

· Let ∆= 
P

M

P ( Q


s = Q ( M   

( 
Sentence s can be proved from ∆
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Interpretations

· The mapping of objects or entities in the real world to atoms in the language is called an interpretation.
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· The assignment of a proposition to a particular atom is called a denotation.
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Interpretations (cont.)

· Atoms of an interpretation also have the values T and F assigned to them.

· An interpretation that satisfies a sentence (by causing it to be evaluated to the value of true) is called a model of that sentence.

· A Model is an interpretation that satisfies a sentence

    A  ^  B
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Validity

· A sentence that is true under all interpretations is said to be valid.

· A valid sentence is also known as a tautology.
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Entailment

· ∆ ⊨ s

Means that s logically follows ∆, or that ∆ logically entails s.

· If a sentence, s, is true for every interpretation that the sentences of ∆ are true, then s logically follows ∆.

· Entailment means that one thing follows from another:


KB ⊨ s
· Knowledge base KB entails sentence α if and only if α is true in all worlds where KB is true

· E.g., the KB containing “the Giants won” and “the Reds won” entails “Either the Giants won or the Reds won”

· E.g., x+y = 4 entails  4 = x+y

· Entailment is a relationship between sentences (i.e., syntax) that is based on semantics
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Soundness

· We say that a set of inference rules, R, is sound if for some set of sentences, ∆, and some theorem, s, that ∆ ⊢R s implies ∆ ⊨ s.

Completeness

· We say that a set of inference rules is complete if for ∆ and s that there exists a proof of s from ∆.
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Distributive Laws

· s1 ( (s2 ( s3) ( (s1 ( s2) ( (s1 ( s3)

· s1 ( (s2 ( s3) ( (s1 ( s2) ( (s1 ( s3)
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Models
· Logicians typically think in terms of models, which are formally structured worlds with respect to which truth can be evaluated

· We say m is a model of a sentence s if s is true in m

[image: image1]
· M(α) is the set of all models of s
· Then KB ╞ α iff M(KB) ( M(α )

· E.g. KB = Giants won and Reds                       
won α = Giants won

Problem: Consider a world (really should be universe) in which there are only four propositions, A, B, C, D. How many models are there for the following sentences?

a. A ( B

b. A ( B

c. A ( B ( C
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Problem: Given the following, can you prove that the unicorn is mythical? Magical? Horned?

If the unicorn is mythical, then it is immortal, but if it is not mythical, then it is a mortal mammal. If the unicorn is either immortal or a mammal, then it is horned. The unicorn is magical if it is horned.
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Problem: Given the following, can you prove that the unicorn is mythical? Magical? Horned?

If the unicorn is mythical, then it is immortal, but if it is not mythical, then it is a mortal mammal. If the unicorn is either immortal or a mammal, then it is horned. The unicorn is magical if it is horned.

  U_Myth    =>   U_Imm

¬U_Myth    => ¬U_Imm ( U_Mammal

 (U_immortal (  U_mammal) => U_Horned

  U_Horned =>   U_magical
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Problem: Consider a world (really should be universe) in which there are only four propositions, A, B, C, D. How many models are there for the following sentences?

d. B ( C

e. A ( D

f. A ( B ( D

g. A ( B ( C (D

h. A ( B ( C (D

Resolution:

· Given 

· (1) 
{(} ( (1 
and 

· (2) 
{((} ( (2  
(where (i are sets of literals and ( is an atom)

· We can infer

· (3)
 (1 ( (2  
(called the resolvent  of clauses (1) and (2))

· The atom, (, is the atom resolved upon.
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Resolution (cont.)
Given two sentences:

· P ( Q ( (R   [1], and 

· P ( W ( (Q ( R,

· We can resolve on either R or Q but not both.

· Any set of sentences containing ( and (( is unsatisfiable (a contradiction)

· Resolution is sound.

· However, resolution is not complete (more about this a little later).

COMP-4640: Intelligent & Interactive Systems

The Propositional Calculus

Converting Sentences to Clauses

The knowledge base should be written in conjunctive normal form where each sentence of the knowledge base is connect to another using a conjunction. This is referred to as Conjunctive Normal Form (CNF). There is (basically) three step process for converting sentences written in propositional logic into an equivalent set of conjunctions that make up Δ. They are:

1. Eliminate implications (( ( ( and be written as (( ( ()

2. Use DeMorgan’s law to reduce the scope of negation,

3. Use the associative and distributive laws to convert the clauses in to CNF.
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Review of Conjunctive Normal Form Steps (p 215) 

CNF Examples
¬(P => Q) ( (R=>P)
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Resolution Refutation:
Earlier it was said that resolution was sound but incomplete. However, it is possible to use resolution to prove the negation of a theorem (proof by contradiction). This is called resolution refutation, which is both sound and complete. Resolution refutation works as follows:

1. Convert the sentences describing the world at hand into CNF,

2. Negate the theorem to be proved and add it to (. Therefore let ( = (( ( (,  where ( is the theorem.

3. Combine the clauses in ( (using resolution) to form new clauses and add them to (.

4. Continue Step 3 until the empty clause is produced or until no other resolvents can be added to (.
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Search Strategies for Resolution Refutation

Before discussing the search methods we must first introduce definitions. 

· It is possible to assign a “resolvent level” to each resolvent generated by our resolution refutation approach. 

· All sentences in ( along with (( are said to be “0th-level resolvents”.

· Any resolvent sk of two clauses si and sj is said to be a “[max(i,j)+1]-level resolvent”.
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Search Strategies for Resolution Refutation (cont.):

· A breadth-first search strategy generates all 1st-level resolvents, then all 2nd-level resolvents, and so on.
· A Depth-first search strategy generates a resolvent and immediately tries to resolve it with any previously generated resolvent.
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Refinement Strategies for Resolution Refutation

There are a number of refinement strategies which limit the type of resolutions that can be made. Three refinement strategies for resolution refutation are:

1. The Set of Support Strategy. The support set consist of those clauses that form the negated theorem, or descendents of the negated theorem. The set of support strategy allows only those resolutions where at least one of the clauses being resolved is a member of the support set.

2. Linear Input Strategy. Only allows those resolutions where one of the clauses is a member of the original set of clauses and/or the negated theorem. [Note: the linear input strategy is not refutation complete]

3. Ancestry Filtering Strategy. In this strategy, one of the clauses being resolved must be either a member of the initial KB (including the theorem) or an ancestor of the other clause being resolved.
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