Measurement of crack-tip and punch-tip transient deformations and stress intensity factors using Digital Gradient Sensing technique
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Abstract

The optical method of Digital Gradient Sensing (DGS) is extended to the study of fracture mechanics and impact mechanics problems. DGS is based on the elasto-optic effect exhibited by transparent materials subjected to non-uniform state of stress causing the angular deflection of light rays propagating through the material. Under plane stress conditions, the deflections of light rays can be related to two orthogonal in-plane stress gradients. In this paper, the principle of the method is presented first, followed by crack and punch experiments on PMMA plates for quantifying stress gradients near stress risers. The crack-tip stress intensity factors under both quasi-static and dynamic loading conditions are extracted from DGS measurements and are in good agreement with analytical and finite element results. The problem of a square-punch impacting the edge of a PMMA sheet is also studied using the new method by exploiting punch-tip–crack-tip analogy. The dynamic punch-tip stress intensity factors are extracted from the optical measurements and are again in good agreement with the ones from a complementary finite element analysis of the problem.

1. Introduction

Understanding the fracture behavior of materials is vital to the design of critical structures. Its implications are even greater for materials used in transparent armor [1], helmet visors, aircraft canopies, etc., for shielding personnel and/or sensitive equipment while providing adequate optical transparency. Other more common situations include structural window materials, impact resistant transparent enclosures and composites. Wright et al. [2] have reported on ballistic testing of thick and thin polycarbonate plates in which different mechanisms of dynamic failure including elastic dishing, petalling, deep penetration, cone cracking and plugging have been identified. Numerous studies exist on dynamic fracture of transparent polymers for understanding either the material behavior or for validating fracture mechanics theories by utilizing their optical transparency [3–7]. In other works, fracture mechanics of glass and other transparent ceramics have been studied either in the monolithic form or layered form [8–11] for their crack deflection, crack arrest and fragmentation responses.

In fracture mechanics studies, experimental procedures that employ full-field measurement techniques are preferred, as they offer abundant qualitative as well as quantitative data for analysis when compared to point-wise methods. Among them photoelasticity [12,13], moiré interferometry [14], caustics [15,16] and coherent gradient sensing (CGS) [17,18] have all been used to study dynamic crack growth problems. However, since these techniques use light as the sensing signal, they also have certain restrictions – need for specimen birefringence, extensive surface preparation and/or sophisticated coherent optics, to name a few. In recent times, digital image correlation (DIC) techniques have become increasingly popular as they re-
quire ordinary white light illumination, relatively simple optics, digital electronics and little/no surface preparation [19]. With the recent introduction of ultra high-speed digital photography (>100,000 frames per sec) capable of high temporal and spatial resolutions, DIC is becoming a method of choice to study transient fracture problems [20–22] as well. As an extension of DIC based methods, the authors have recently introduced a full-field optical technique called Digital Gradient Sensing (DGS) [23] that employs 2D DIC method for quantifying elasto-optic effects in transparent materials. They have also been able to link the optical measurements to two orthogonal in-plane stress gradients under plane stress conditions. The method is shown to be particularly useful in the study of stress concentration problems. The focus of the current work is on demonstrating the feasibility of DGS for measuring crack-tip stress gradients and extraction of stress intensity factors.

2. Experimental setup

A schematic of the experimental setup for Digital Gradient Sensing (DGS) method is shown in Fig. 1. In view of its relative novelty [23] to the fracture mechanics community, the experimental details and the working principle of DGS are detailed in the following for studying fracture and contact mechanics problems. It consists of a uniformly illuminated speckle target, an optically transparent specimen with an edge crack and a digital camera. The speckle target is a planar surface coated with a stochastic black and white pattern produced by spraying fine mists of black and white paints. The transparent specimen to be tested is placed in front of and parallel to the target plane at a known distance $D$ (distance between the mid-plane of the specimen and the target plane). A camera fitted with a long focal length lens is placed behind the specimen at a sufficiently large distance $L$ and focused on the target through the specimen in the region of interest. The target is illuminated using two broadband white light sources. The illumination sources are situated sufficiently far away from the specimen to minimize thermal currents from distorting the speckle images and/or heating the specimen during the experiment. The digital camera

### Nomenclature

- $\mathbf{d}$: unit propagation vector
- $i,j,k$: unit vectors in $x$-, $y$- and $z$-directions
- $x_0, y_0, z_0$: direction cosines
- $\delta S$: optical path change
- $n$: refractive index
- $B$: thickness
- $\sigma$: normal stress
- $\varepsilon$: normal strain
- $E$: elastic modulus
- $\nu$: Poisson's ratio
- $C_\sigma$: elasto-optic constant
- $\phi_x, \phi_y$: angular components
- $\theta_x, \theta_y$: solid angles
- $\delta_x, \delta_y$: displacement components
- $A$: target distance
- $r, \theta$: crack tip polar coordinates
- $a$: crack length
- $W$: uncracked ligament length
- $K_I$: mode-I stress intensity factor
- $K_p$: punch tip stress intensity factor
- $C_L, C_s$: longitudinal and shear wave speeds
- $C$: crack speed
- $u_2$: crack opening displacement
- $t$: time
- $V$: particle velocity
- $\rho$: density
- $A$: area
settings and lens parameters are selected such that the aperture is sufficiently small for achieving a good focus of speckles on the target whilst preserving the salient features of the specimen plane (say, crack/flaw, specimen edges, etc.) discernible in the recorded image for easy post processing of data.

3. Working principle and governing equations

Consider a planar transparent specimen of thickness $B$ and refractive index $n$ in its reference state. Let the in-plane coordinates of the specimen and target planes be $(x, y)$ and $(x_0, y_0)$, respectively, and the optical axis of the setup coincide with the $z$-axis (see Fig. 1). When speckles on the target plate are photographed normally through the transparent specimen, a generic point $P$ on the target plane, corresponding to point $O$ on the specimen (object) plane, is recorded by the camera in the reference state. When subjected to mechanical load, both refractive index and thickness changes occur throughout the specimen depending on the local state of stress. A combination of these changes causes light rays to deflect as shown in Fig. 1. That is, the light ray $OP$ recorded in the reference/undeformed state now corresponds to $OQ$ after the specimen deforms. By quantifying $PQ$ and knowing the spatial separation $D$ between the mid-plane of the specimen and the target plane, the angular deflection of the light ray relative to the optical axis can be determined.

Let $i, j, k$ denote unit vectors relative to the Cartesian coordinates defined with point $O$ as the origin. In the reference state, the unit vector $k$ coincides with $OP$ bringing point $P(x_0, y_0)$ to focus when imaged by the camera via point $O(x, y)$. Upon deformation, the optical path is locally perturbed, bringing a neighboring point $Q(x_0 + d_x, y_0 + d_y)$ to the camera’s focus, where $d_x$ and $d_y$ denote components of $PQ$ in the $x$- and $y$-directions. Let the unit vector corresponding to the perturbed optical path be,

$$
\hat{d} = x_a i + x_b j + x_c k,
$$

where $x_a, x_b, x_c$ are the direction cosines of $\hat{d}$, and components of the angular deflection be $\phi_x$ and $\phi_y$ in the $x$–$z$ and $y$–$z$ planes, respectively, as shown in Fig. 2.

The optical path change, $\delta S$, due to the deformation of the specimen can be expressed as [17],

$$
\delta S(x, y) = 2B(n - 1) \int_0^{1/2} \varepsilon_{zz} d(z/B) + 2B \int_0^{1/2} \delta n d(z/B)
$$

The two terms in the above equation represent the contribution of normal strain in the thickness direction, $\varepsilon_{zz}$, and the change in the refractive index, $\delta n$, to the overall optical path change, respectively. The refractive index change caused by the local stress state in the specimen, is given by the well known Maxwell relationship [24],

$$
\delta n(x, y) = D_1(\sigma_{xx} + \sigma_{yy} + \sigma_{zz})
$$

Fig. 1. Schematic of the experimental set up for the Digital Gradient Sensing (DGS) method to determine planar stress gradients near a crack tip.
where $D_1$ is the stress-optic constant. Using the generalized Hooke’s law for an isotropic, linear elastic solid, the normal strain component, $e_{zz} = \frac{1}{2} \left[ \sigma_{zz} - \nu (\sigma_{xx} + \sigma_{yy}) \right]$, can be related to the normal stresses. That is, Eq. (2) can be written as,

$$dS = 2BD_1 \frac{v}{E} \left[ 1 + D_2 \left( \frac{\nu (\sigma_{xx} + \sigma_{yy})}{\nu (\sigma_{xx} + \sigma_{yy})} \right) \right] d(z/B)$$

(4)

where $D_2 = \frac{\nu D_1 + \nu (n - 1) / E}{|D_1 + \nu (n - 1) / E|}$, $E$ is the elastic modulus and $\nu$ is the Poisson’s ratio for the specimen. In the above equation, the term $D_2 \left( \frac{\nu (\sigma_{xx} + \sigma_{yy})}{\nu (\sigma_{xx} + \sigma_{yy})} \right)$ represents the degree of plane strain, which can be neglected when plane stress assumptions are reasonable. Thus, for plane stress conditions, Eq. (4) reduces to,

$$dS(x, y) = C_\sigma B (\sigma_{xx} + \sigma_{yy})$$

(5)

where $C_\sigma = D_1 - (\nu / E) (n - 1)$ is the elasto-optic constant of the specimen. From the above equation, the propagation vector can also be represented as,

$$\hat{d} \approx \frac{\partial (dS)}{\partial x} i + \frac{\partial (dS)}{\partial y} j + \hat{k}$$

(6)

for small rates of change of $\delta_s$ with respect to the $x$- and $y$-axes. From Eqs. (1), (5), and (6), it is evident that, for small angular deflections, the direction cosines $\alpha_x$ and $\alpha_y$ are related to in plane stress gradients as,

$$\alpha_{xy} = \frac{\partial (dS)}{\partial (x : y)} = C_\sigma B \frac{\partial (\sigma_{xx} + \sigma_{yy})}{\partial (x : y)}$$

(7)

A geometric analysis of the perturbed ray OQ shows the relationship between the direction cosines $\alpha_x$ and $\alpha_y$ and angular deflection components $\phi_x$ and $\phi_y$, respectively. Referring to Fig. 2, the perturbed ray makes solid angles $\phi_x$ and $\phi_y$ with the $x$- and $y$-axes. The angular deflections $\phi_x$, $\phi_y$ as defined earlier are also shown in Fig. 2. With reference to the planes defined by points OQC and OPE,

$$\cos \theta_{xy} = \frac{\delta_{xy}}{R},$$

(8)

respectively, where $R = \sqrt{\Delta^2 + \delta_x^2 + \delta_y^2}$ is the distance between O and Q. From the above, the expressions for the angular deflection components can be obtained as,

$$\tan \phi_{xy} = \frac{R \cos \theta_{xy}}{\Delta} = \sqrt{1 + \frac{\delta_x^2 + \delta_y^2}{\Delta^2}} \cos \theta_{xy}.$$
It can be noted from Eq. (9) that for small angular deflections (or, $\delta_x, \delta_y \ll \Delta$), the expressions reduce to $\phi_{xy} \approx \cos \theta_{xy} = \alpha_{xy}$. Thus, for the case of small angular deflections of light rays, the governing equations for the method reduce to,

$$\phi_{xy} \approx \frac{\delta_{xy}}{\Delta} \approx \alpha_{xy} = C_{rB} \frac{\partial(\sigma_{xx} + \sigma_{yy})}{\partial(x : y)},$$

using which stress gradients can be obtained from angular deflections. Thus by photographing speckles on the target plane through the specimen before and after the application of load, the reference and deformed speckle patterns can be digitally acquired. Subsequently, 2D digital image correlation of the two acquired images yields full-field information regarding displacements $\delta_x$ and $\delta_y$. Knowing the distance $\Delta$ between the specimen and target planes, angles $\phi_x$ and $\phi_y$ can be evaluated.

4. Quasi-static crack problem

4.1. Experimental setup

Using the method described above, a quasi-static symmetric 3-point bend experiment on an edge cracked specimen was performed. A photograph of the experimental setup is shown in Fig. 3. A transparent PMMA specimen of dimensions $220 \times 62.5 \times 9.2$ mm$^3$, with an initial crack length of 12 mm was used as the test specimen. (PMMA was chosen since its elasto-optical constant $C_r$ is documented in the literature [25].) An Instron 4465 universal testing machine was used to load the sample resting on two anvils (span 210 mm) in displacement controlled mode (cross-head speed = 0.005 mm/s). A target plate, painted with black and white speckle pattern, was placed at a distance of $(\Delta = 29.9)$ mm behind the mid-plane of the specimen. Multiple reference points were marked on the target to help relate the image dimensions to the actual dimensions. A Nikon D100 digital SLR camera with a 28–300 mm focal length lens was placed in front of the specimen at approximately one meter distance. The camera also used an adjustable extension tube to achieve good focus of speckles on the target plane. Further, a relatively small aperture (F# setting of 11) was selected to achieve a good depth of focus to resolve specimen features while maintaining target plane focus. Before loading, a reference image was recorded using a camera resolution of $1504 \times 1000$ pixels (one pixel covered 43.6 mm on the target). Subsequently, speckle images were captured in the

![Experimental setup](image)
deformed state once every 5 s during loading using time lapse photography. As the crack-tip vicinity suffered deformation, light rays passing through the specimen were deflected by the local non-uniform state of stress distorting the speckle images relative to the reference state. The images corresponding to the deformed state along with the one from the reference state were then used to extract the angular deflection fields ($\phi_x$ and $\phi_y$) using 2D digital image correlation using ARAMIS image analysis software. During the analysis, the images were segmented into $15 \times 15$ pixel non-overlapping sub-images. This yielded an array of $99 \times 65$ data points to analyze.

Fig. 4 shows the resulting contours of $\phi_x$ and $\phi_y$ for three representative load levels in a square region around the crack-tip. The assignment of contour levels requires using the boundary conditions [26] of the problem on hand. For example, in the mode-I crack problem, boundary conditions such as symmetric $\phi_x$ and asymmetric $\phi_y$ about the x-axis, vanishing stress gradients far away from the crack-tip and stress free surfaces along the edges behind the crack are all considered while assigning the contour levels. It should be noted that the contour lines adjacent to the crack faces in Fig. 4 appear smeared due to unavoidable edge effects. Additionally, diffraction effects also contribute to the loss of information along a narrow band adjacent to the two crack faces.

It should also be noted that the orthogonal angular deflection contours shown in Fig. 4 closely resemble the ones obtained using the method of transmission mode CGS (see Fig. 7 in Ref. [4]). Furthermore, the angular deflection gradients in the x- and y-directions in Fig. 4 were produced using a single image/recording whereas the orientation of the optical shearing device (a pair of linear gratings) had to be changed by 90° in two separate experiments to achieve the results shown in Ref. [17] using CGS.

4.2. Extraction of $K_I$

From Williams’ asymptotic stress field expansion for mode-I cracks, the expressions for angular deflections (or in-plane gradients of stresses) can be expressed as [17],

$$\phi_{xy} = C_0 B \frac{\partial}{\partial (x : y)} (\sigma_{xx} + \sigma_{yy}) = C_0 B \sum_{N=1}^{\infty} A_n \left( \frac{N}{2} - 1 \right) r^{(\frac{N}{2} - 2)} \cos \left( \frac{N}{2} \theta \right) \sin \left( \frac{N}{2} \theta \right),$$

where $C_0 \approx 9.9 \times 10^{-10}$ m²/N is the elasto-optic constant of PMMA [25], $B = 9.2$ mm is the thickness of the specimen, $(r, \theta)$ are the crack-tip polar coordinates and $A_1 = K_I / \sqrt{\pi}$ with $K_I$ being the mode-I stress intensity factor. In the above equations, if $K$-dominance is assumed (or, terms corresponding to $N \geq 3$ in Eq. (11) are neglected), we get

Fig. 4. Experimentally determined angular deflection (or, stress gradient) [$\phi_x$ (row 1) and $\phi_y$ (row 2)] contours near crack tip for different load levels. Contour interval is $25 \times 10^{-5}$ radian.
The above angular deflection field equations were used to obtain the mode-I stress intensity factor \( (K_I) \) using an over-deterministic regression analysis of the measured data. Discrete angular deflection values around the crack-tip in the region \( 0.3 \leq r/B \leq 1.6 \) and an angular extent \( (-150^\circ \leq \theta \leq +150^\circ) \) were used in the regression analysis. This ensured that data close to the crack-tip where triaxial effects are dominant are excluded from the regression analysis [17]. (Indirectly this helps in dealing with any uncertainty in the crack-tip location due to the edge effects introduced by the image correlation operation.) The upper bound \( (r/B \sim 1.6) \) of the radial extent makes sure that only those data points rich in the dominant mode I crack-tip field are included in the analysis. The results thus obtained are plotted in Fig. 5 for different load levels. The error bars shown in the graph correspond to stress intensity factors obtained by using different subsets of the \( (0.3 \leq r/B \leq 1.6) \) range. For comparison, the crack-tip stress intensity factors for different load levels, calculated using a result,

\[
K_I = \frac{F \cdot S}{B \cdot W^2} \frac{3\left(\frac{a}{W}\right)^2}{2(1 + 2\left(\frac{a}{W}\right))\left(1 - \frac{a}{W}\right)^2} \left[ 1.99 - \frac{a}{W} \left( 1 - \frac{a}{W} \right) \left( 2.15 - 3.93\left(\frac{a}{W}\right) + 2.7\left(\frac{a}{W}\right)^2 \right) \right]
\]  

(13)

based on the boundary collocation method [27] are also presented in Fig. 5. In the above equation, \( F \) is the applied load, \( S \) is the distance between the supports, \( a \) is the initial crack length, and \( W \) is the specimen width. The stress intensity factors thus

---

\[
\phi_{x,y} \approx C_2 B \left[ \left( -\frac{A_1}{2} \right) r^{\frac{3}{2}} \cos \left( -\frac{3\theta}{2} \right) \right].
\]  

(12)

---

Fig. 5. Experimentally determined stress intensity factors from measured angular deflections near a mode-I static 3-point-bend crack problem for different applied load levels. The solid line represents the corresponding analytical values.

Fig. 6. Comparison of experimental and analytical \( \phi_x \) (left) and \( \phi_y \) (right) contours near the mode-I crack tip corresponding to a load of 624 N. Contours are plotted every \( 25 \times 10^{-3} \) radian.
obtained were in turn used in Eq. (12) to obtain the analytical $\phi_x$ and $\phi_y$ contours. Fig. 6 shows a comparison of the experimental and analytical angular deflection contours for a representative load level of $F = 624$ N. Evidently the agreement between the analytical and experimental contour lines is rather good.

5. Dynamic crack problem

5.1. Experimental setup

The dynamic fracture experiments were performed on edge cracked PMMA samples using a drop-tower facility and high-speed photography. The photograph of the experimental setup used is shown in Fig. 7. The specimen was a $130 \times 51 \times 8.9$ mm$^3$ transparent PMMA sheet with an initial crack of length 12 mm. The specimen was placed on two instrumented anvils of the drop-tower, symmetrically about the crack line and the plunger (hemispherical impact head), as shown in Fig. 7. The speckle target was placed at a distance of $D = 29.8$ mm from the mid-plane of the specimen. A Cordin model 550 ultra high-speed digital camera equipped with 32 CCD sensors ($1000 \times 1000$ pixels) and a five-facet rotating mirror, two high-energy flash lamps and a delay generator was used to record the real time speckle images during stress wave loading. A computer connected to the camera was used to control the experimental parameters such as trigger delay, flash duration, framing rate and image storage. Prior to impact loading, a set of 32 images, one for each of the 32 CCD sensors of the high-speed camera, was captured at 200,000 frames per second. Then, the plunger, initially held at a predetermined height was launched to impact the mid-plane of the specimen at $\sim 4.5$ m/s. The propagating compressive stress waves upon reflection from the free edges behind the crack-tip load and initiate the crack-tip. When the plunger came in contact with a copper tape adhered to the top edge of the specimen, an external circuit was closed triggering the flash lamps and the high-speed camera previously brought to speed to record at 200,000 frames per second. Thus a second set of 32 images were recorded during the impact/fracture event. These latter set of images correspond to distorted speckle patterns as the deformation in the specimen cause the light rays passing through it to deflect according to the instantaneous local stress field. The 32 deformed–undeformed image pairs corresponding to the 32 CCD sensors were then correlated using 2D DIC method to obtain the in-plane displacement fields, $\delta_x$ and $\delta_y$, in the region of interest near the crack-tip. As in the static experiments, a facet/sub-image size of $15 \times 15$ pixels (1 pixel = 32 $\mu$m on the target plane) without any overlap was used during image analyses for extracting displacement components along and normal to the crack direction. The displacement fields were then used to compute the angular deflections fields ($\phi_x$ and $\phi_y$) as described earlier.

A few representative results are shown in Fig. 8. In Fig. 8, the first two columns correspond to pre crack initiation period, and the third to the post crack initiation period. It is obvious from the contour plots that the crack has propagated in a self-similar fashion, without any kink. The contour interval in Fig. 8 was chosen to be $50 \times 10^{-5}$ radian which is an order of mag-

![Fig. 7. Dynamic mode-I fracture experimental setup.](image-url)
nitude higher than the angular deflections that can be measured for commercial PMMA sheet of similar thickness [23,26]. As in case of the static crack problem, the boundary conditions such as symmetric stress gradients about the $x$-axis and asymmetric stress gradients in the $y$-direction relative to the $x$-axis, vanishing stress gradients away from the crack-tip were all utilized. Again, as noted earlier, image correlation operations introduce edge effects. This coupled with possible residual stresses (along the initial notch) and diffraction effects make contours not discernible in a narrow band along the two crack faces.

5.2. Extraction of $K_I$

The expressions for angular deflection fields corresponding to a steadily growing, straight crack are given by [18],

$$
\phi_{xy} = f(c; C_L, C_S) C_v B \left( -\frac{A_1}{2} \right) r^{(-3/2)} \cos \left( -\frac{3\theta}{2} \right) + HoT,
$$

where $f$ is a function of crack velocity, $c$, dilatational and shear wave speeds, $C_L$ and $C_S$, respectively. In the above, $HoT$ represents higher order terms of the asymptotic expansion for the angular deflection fields. Further, for plane stress conditions,

$$
f(c; C_L, C_S) = \frac{(1 + \alpha_S^2) (\alpha_L^2 - \alpha_S^2)}{4 \alpha_L \alpha_S (1 + \alpha_L^2)^2}
$$

where $\alpha_{L,S} = \sqrt{1 - \frac{c^2}{C^2}}$. The instantaneous crack velocity corresponding to each deformed image was calculated by measuring the change in crack length between successive images and dividing by the temporal separation between them. The post initiation crack velocities were in the 150–250 m/s range. (The dilatational and shear wave speeds were measured using ultrasonic pulse-echo measurements [28].) The angular deflection fields were then used with Eq. (14) to extract the dynamic mode-I stress intensity factor ($K_I$) history by performing overdeterministic least-squares analyses of measured data. As in the quasi-static case, data in the $(0.3 \leq r/B \leq 1.6)$ range were used in the regression analysis. For the dynamic analysis, $C_v \approx -1.08 \times 10^{-10} \text{ m}^2/\text{N}$ was used in Eq. (14) based on the dynamic elasto-optic constant of PMMA reported in Ref. [15].

Fig. 9 shows the crack-tip $K_I$ histories computed using the measured $\phi_x$ and $\phi_y$ fields. The error bars in Fig. 9 correspond to stress intensity factors obtained by using different subsets of the radial extent $(0.3 \leq r/B \leq 1.6)$ in the analysis. A monotonic increase in $K_I$ prior to crack initiation can be seen. The crack initiation $(\sim 1.8 \text{ MPa} \sqrt{\text{m}})$ is signified by a noticeable dip in the history at approximately 90 $\mu$s after impact. Following crack initiation, again a monotonic increase in $K_I$ seems to ensue over the next 50 $\mu$s time window.
Also included in Fig. 8 is the numerically determined \( K_I \) history up to crack initiation, represented as a solid line obtained from a complementary finite element analysis. The finite element simulation was performed using ABAQUS™/Explicit software package that used one-half symmetric model of the experiment. The model was discretized into 29,979, four node bilinear plane stress quadrilateral elements with reduced integration and hour glass control. The time steps during the analysis were allowed to be automatically controlled by the explicit integration scheme. The dynamic elastic modulus and Poisson’s ratio of PMMA used in the simulation were obtained from ultrasonic pulse-echo measurement of longitudinal and shear wave speeds [28] and mass density of PMMA. The measured plunger velocity of 4.5 m/s was used as an input in the simulation. The boundary conditions shown in Fig. 10 correspond to a half symmetric model of the dynamic crack experiment. The crack opening displacements (COD) along the crack face were extracted every 5 \( \mu \)s and the apparent mode I stress intensity factor \( (K_I)_{app} \) computed using [15]

\[
(K_I(t))_{app} = \frac{E\sqrt{2\pi}}{4\sqrt{r}} u_2(t); \quad (r, \theta = \pi)
\]

where \( E = 5.8 \) GPa is the dynamic elastic modulus [26] of PMMA and \( u_2 \) is half COD of the crack flanks. By extrapolating the linear portion of the \( (K_I)_{app} \) values plotted as a function of the radial distance \( r \) to the crack-tip, instantaneous \( (K_I) \) was determined. These simulations were limited to the case of a dynamically loaded stationary crack and hence the comparison of instantaneous \( K_I \) history from measurements and simulations are valid up to crack initiation. Accordingly, the numerical data from simulations are superposed on the experimentally extracted \( K_I \) values up to the observed crack initiation time. A good agreement between the two is evident, supporting the feasibility of DGS method for studying dynamic fracture problems.
6. Dynamic punch impact problem

6.1. Square punch-crack analogy

Material failure due to high strain-rate loading is often initiated by shear localization [29]. One such scenario can be realized experimentally when a plate specimen is impacted on its side/edge by a square/flat punch. This results in shear bands originating at the punch-tip if the impact is sufficiently severe. One way of characterizing dynamic failure in such a scenario is by evaluating dynamic stress intensity factor history at the punch-tip [30]. This idea exploits the analogy between the problem of a square punch loading the edge of a semi-infinite plate and the problem of two semi-infinite collinear edge cracks loaded in the far-field in compression [29,31], as shown in Fig. 11. In this work, a PMMA plate was subjected to a dynamically applied transient load by a flat punch, and the resulting angular deflection fields were measured using the DGS technique. Further, citing the punch-tip–crack-tip analogy, the analytical crack-tip angular deflection field equations were used to obtain the instantaneous stress intensity factor ($K_p$) histories at the punch-tip.

6.2. Experimental setup

The photograph of the experimental setup used for studying the punch-tip deformations caused by a dynamic transient loading by a square punch using DGS is shown in Fig. 12. The loading device consisted of an Al 7075-T6 long-bar (2 m long, 25.4 mm diameter), a gas-gun and the high-speed digital image acquisition system (the one used in the dynamic fracture experiment). The long-bar was aligned with the gas-gun barrel containing a 305 mm long, 25.4 mm diameter cylindrical striker also made of Al 7075-T6. Its leading head was machined flat, as shown in the inset in Fig. 12, so that it makes a square areal contact with the long-edge of the specimen. The specimen, a 160 × 90 × 5.7 mm$^3$ clear PMMA plate, was placed on an adjustable platform and its long side was registered against the flat head of the long-bar as shown in Fig. 12. The loading was initiated by suddenly releasing the compressed air in the gas-gun cylinder using a solenoid valve to propel the striker towards the long-bar. The accelerating striker impacted the long-bar and initiated a compressive stress wave that traveled the length of the bar before imparting a transient punch-load to the edge of the specimen. An electrical circuit, closed when the striker contacted the long-bar, was used to trigger a delay generator which in turn activated the camera with a user-specified delay. A strain gage (CEA-13-062UW-350 from Vishay Micro-measurements) affixed to the long-bar, and connected to a LeCroy digital oscilloscope via an Ectron signal conditioner was used to measure the strain history $e_I(t)$ (inset in Fig. 12) in the long-bar during the transient event [32].

The distance between the specimen and the camera lens ($L$) was ~1000 mm and the one between the specimen mid-plane and the target plane was (4) 28.2 mm. Using the high-speed camera, a set of 32 reference images, one for each sensor, were first captured under no-load condition at 200,000 frames per second. Next, the specimen was subjected to a dynamic load using the long-bar setup. During loading, a set of 32 consecutive images of the specimen undergoing deformation were captured in real-time at the same framing rate. The deformed–undeformed (reference) image pairs for each of the 32 CCD sensors were then correlated to obtain the in-plane displacement fields, $\delta_x$ and $\delta_y$. As in the previous experiments, a facet/sub-image size of 15 × 15 pixels (1 pixel = 37 μm on the target plane) without any overlap was used during image analyses for extracting displacement components. The displacement fields were then used to compute the angular deflection fields ($\phi_x$ and $\phi_y$), and are shown in Fig. 13 for three different time instants after the start of the transient loading event. (The time $t = 0$ corresponds to the instant at which the stress waves in the long bar reach the specimen edge.) The resulting angular deflection contours are plotted with a contour interval of $50 \times 10^{-5}$ radians. The contour levels were assigned using the

---

**Fig. 11.** Analogy between a compressively loaded collinear semi-infinite double crack in an infinite body (a) and punch loaded semi-infinite plate (b).
boundary conditions, namely, symmetry about the loading axis, vanishing stress gradients away from the punch-tip, and also based on the punch–crack analogy.

6.3. Extraction of punch-tip stress intensity factors

In Fig. 13, it can be seen that the contours for \( \phi_x \) above the x-axis qualitatively resemble the \( \phi_x \) contours in Fig. 8 for a mode-I crack-tip. However, the resemblance of \( \phi_y \) counterparts from the punch experiments with that of the mode-I crack experiments is less obvious. This difference is attributed to the compression dominated contact region ahead of the flat punch. This is also equivalent to the two interacting crack-tips depicted in the schematic for crack-tip–punch-tip analogy in Fig. 11. Nevertheless, the \( \phi_x \) and \( \phi_y \) contours obtained from the punch and the crack experiments show qualitative similarity in the 70° ≤ θ ≤ 180° range. Accordingly, it was assumed that it is reasonable to use Eq. (14) to extract the punch-tip stress intensity factor, after replacing \( K_I \) with \( K_P \) as,

\[
\phi_{xy}(t) = C_B \left[ \frac{-K_P(t)}{2} \right] \sqrt{\frac{2}{\pi r}} r^{-\frac{3}{2}} \sin \left( -\frac{3\theta}{2} \right),
\]

in the mode-I crack-tip equations. (In the above equation, \( B = 5.7 \) mm is the thickness of the sample.) Using the above equations and the measured angular deflection field data in the \( 0.3 \leq r/B \leq 1.6, 70° \leq \theta \leq 160° \) range, the dynamic stress intensity factor \( (K_P) \) history at the punch corner was again computed by performing an overdeterministic least-squares analysis of measured data. The results are shown in Fig. 14. The error bars in the graph correspond to \( K_P \) values obtained using different subsets of data in the \( 0.3 \leq r/B \leq 1.6, 70° \leq \theta \leq 160° \) range. The rate of increase in \( K_P \) is initially shallow, in agreement with the slope of the loading curve (see inset in Fig. 13), after which it monotonically increases. The \( K_P \) histories from both the angular deflection fields follow a similar trend. When compared to the dynamic crack-tip stress intensity factors (Fig. 9), the magnitude of dynamic punch-tip stress intensity factors are substantially higher. For example, at 65 µs after the first non-zero stress intensity factor, the punch-tip counterpart registers a value nearly 4 times the magnitude of the crack-tip...
$K_r$ This is to be expected as the plate experiences compressive stress waves, unlike the dominant tensile stresses at the crack-tip.

The experiments were again numerically simulated via transient elasto-dynamic finite element analysis of the problem to provide a complementary set of results to the experimental measurements. The numerical simulation was performed using ABAQUS™/Explicit structural analysis software. The discretized numerical model along with the loading and boundary conditions used are shown in Fig. 15. It consisted of 33,574 four-node quadrilateral elements with the smallest element size $\sim 0.5$ mm. The time steps were allowed to be automatically chosen by the explicit integration scheme. The particle velocity ($V_T$) transmitted from the long-bar into the PMMA specimen was used as the input. The $V_T$ history shown as an inset in Fig. 12 was calculated using [33],

$$V_T = V_i \frac{2 \rho_i C_i A_i}{\rho_i C_i A_i + \rho_f C_f A_f},$$  \hspace{1cm} (18)
where \( V_I = C_I e_I \) is the particle velocity in the incident bar. The other parameters \( \rho, C, \) and \( A \) denote the mass density, bar wave speed and area, respectively, and subscripts \( I \) and \( T \) denote the incident and transmitted values. The measured material properties of the long-bar and PMMA are shown in Table 1. Analogous to the crack problem, instantaneous displacements \( (u_2) \) in the loading direction along the free edge of the impacted side of the PMMA sheet were extracted at 5 \( \mu \)s intervals. Using the method detailed earlier, these displacements were then used to extract the punch-corner stress intensity factor \( (K_P) \) using

\[
K_P(t) = \frac{E \sqrt{2\pi}}{4 \sqrt{r}} u_2(t); \quad (r, \theta = \pi).
\]

The numerically obtained \( K_P \) history is plotted as a solid line in Fig. 14, which reveals a good agreement with the experimentally obtained values. This further substantiates the use of the punch–crack analogy.

7. Conclusions

A full-field optical metrology technique called Digital Gradient Sensing (DGS) method has been extended to study fracture and impact mechanics problems. The feasibility of the method to measure in-plane stress gradients in two orthogonal directions simultaneously in transparent objects is demonstrated. The method is based on the elasto-optic effect exhibited by materials subjected to non-uniform state of stress causing deflection of transmitted light rays. Digital image correlation method is employed to quantify angular deflections of light rays, which are then related to in-plane stress gradients under plane stress conditions.

The DGS method has been successfully implemented to measure the stress gradient fields around a crack-tip under both quasi-static and dynamic loading conditions. The quasi-static and dynamic stress intensity factors are computed by performing overdeterministic least-squares analysis on the measured optical data using prevailing crack-tip field equations. The evo-
lution of static and dynamic stress intensity factor histories are successfully compared with the ones obtained from analytical solutions and finite element simulations. In addition, a good full-field qualitative and quantitative agreement between the measured angular deflection values and the analytical solutions is also seen.

Further, the problem of a flat punch impacting the edge of a planar sheet is experimentally studied and the stress gradient fields around the punch-tip are measured using DGS. Citing the analogy between the problem of a compressively loaded double edge crack problem and the square punch problem, the analytical crack-tip angular deflection field equations are used to extract the punch-tip stress intensity factor history from measured deformation fields. The results are again in good agreement with the numerically obtained punch-tip stress intensity factor history computed using the same analogy but extracted from the crack opening displacements.
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