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Abstract. Surface topography evaluation from measured surface slopes is critical in many engineering appli-
cations, including metrology of electronic substrates, optical elements, and small deformation measurement of
engineering structures subjected to external thermomechanical stimuli. A recently proposed noncontact full-field
optical method called reflection-mode digital gradient sensing (r-DGS) is able to measure small angular deflec-
tions of light rays proportional to two orthogonal surface slopes. It has been shown that submicron scale defor-
mations can be detected by processing the slope data using a robust numerical integration scheme called the
higher-order finite-difference-based least-squares integration. However, the smallest measurable deformations
and the associated accuracy are yet to be determined. In our work, this very issue is addressed by carrying
out experiments at temporally different recording frequencies, namely (a) ultrahigh-speed digital photography
at 106 frames per second (fps) and (b) slow recording speeds of 101 fps. The results show that r-DGS is able to
measure submicron out-of-plane deformations under latter conditions and nanoscale deformations in the former
conditions. © 2019 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.58.4.044101]
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1 Introduction
Accurate noncontact evaluation of surface topography is of
great engineering significance. Optical methods based on
interferometry and speckle correlation have been applied
to such problems in the past. Recent research shows that
it is more efficient for optical methods to measure surface
slopes instead of measuring the absolute height values due
to channel capacity limitations.1 The surface slopes can then
be converted to surface topography using integration algo-
rithms. Thin substrates (silicon, glass, and quartz) are widely
used in a number of areas—microelectronics to space struc-
tures. They are susceptible to a range of mechanical loading
environments—dynamic impact to slow thermomechanical
loading. Hence, accurate quantification of surface topogra-
phy of thin structures under these conditions would be
essential.

In the past, several optical methods with full-field and
noncontact measurement capabilities have been proposed
and applied to engineering problems. Chen et al.2 reviewed
different optical methods used to measure three-dimensional
(3-D) shapes of objects. Moiré methods3 and moiré
interferometry4,5 were applied by several researchers to study
warpage and surface deformation of electronic components.
Holographic interferometry is popular for vibration
measurement.6 Pedrini et al.7 proposed a high-speed digital
holographic interferometry to measure vibrations without
temporal or spatial phase unwrapping. Hytch et al.8 proposed
a holographic moiré technique, a combination of the moiré
technique and off-axis holography, to obtain nanometric
fringe measurements in electronic devices. Shang et al.9

reviewed several shearographic methods for surface profile
measurement and indicated that shearography is a more prac-
tical tool when compared to holography since the former

does not require vibration isolation. Tippur et al.10,11 pro-
posed a real-time lateral shearing interferometry, called
the coherent gradient sensing, which can be applied to mea-
sure surface slopes of thin structures. Although interferomet-
ric methods are historically popular, the limitations in these
methods are also obvious due to the requirements of coherent
light source, sophisticated optical components, need for
phase unwrapping from interference fringes, to name a
few. In recent years, digital image correlation (DIC) methods
have made way into this arena as they are capable of meas-
uring both 2-D and 3-D deformations12,13 without many of
these restrictions. Some notable examples include works
of Pan et al.,14 who have demonstrated a full-field high-
temperature deformation measurement at 1200°C using DIC.
Pankow et al.15 developed a method that measures out-of-
plane displacement using 3-D DIC with a single high-speed
camera, and stated that the benefits of this method included
reduced cost of equipment and elimination of issues related
to image synchronization when multiple high-speed cameras
are used.

The advantages of white-light illumination and simplicity
of surface preparation make DIC rather popular in experi-
mental mechanics. By taking advantage of speckle correla-
tion principles used in DIC, a full-field methodology called
digital gradient sensing (DGS) has been proposed more
recently for measuring two orthogonal small angular deflec-
tions of light rays.16,17 The two variants of DGS, a transmis-
sion-mode DGS (t-DGS) for measuring stress gradients in
transparent solids and a reflection-mode DGS (r-DGS) for
measuring surface slopes on optically reflective objects, have
been demonstrated to study both quasistatic and dynamic
problems by its inventors. Hao et al.18 have followed up
with a report investigating fiber pull-out problem using
t-DGS. Zhang et al.19 applied r-DGS to measure surface
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topography and thin film stresses at elevated temperatures.
Jain and Tippur20 extended r-DGS to study transient defor-
mations and damage in planar solids. Dai et al.21 evaluated
the thermal residual stress distribution in a transparent speci-
men using lateral shearing interferometry and t-DGS, and
concluded that t-DGS is more practical relative to the inter-
ferometric counterpart. Miao et al.22 demonstrated the fea-
sibility of coupling r-DGS with a robust 2-D integration
scheme called higher-order finite-difference-based least-
squares integration (HFLI) to measure the surface topogra-
phy of thin structures. Later on, Miao and Tippur23,24 also
showed that the approach can be used to study the problem
of a composite plate subjected to dynamic out-of-plane
impact to extract submicron scale deformations around
impact region using ultrahigh-speed (1 Mfps) photography.
The authors also reported their successful attempts to further
increase the measurement sensitivity of DGS methods25 to
potentially extend these methods to study fracture and failure
of high stiffness and low toughness ceramics and glasses.
Although the authors have reported that submicron deforma-
tion can be measured by using r-DGS and HFLI, questions
pertaining to the smallest measurable deformation and its
accuracy are yet to be quantified. Accordingly, the current
investigation is a step toward answering these questions.

In the following, the experimental details and working
principle of r-DGS and HFLI are briefly introduced.
Then, the smallest measurable out-of-plane deformation in
dynamic and static experiments is separately explored.
Finally, the major results of this study are summarized.

2 Optical Methodology
The schematic of the experimental setup for r-DGS to mea-
sure surface slopes is shown in Fig. 1. A digital camera is
used to record random speckles located on a target plane
via the reflective specimen surface. To accomplish this, the
specimen and the target plate are placed perpendicular to
each other, and the beam splitter is positioned at 45 deg rel-
ative to the specimen and target plate. The target plate has
spray painted random black and white speckles, and is uni-
formly illuminated using a broad spectrum (white) light. The
specimen surface is made reflective by depositing aluminum
film. When the specimen is in its undeformed state, the gray

scale at a generic point P on the target plate is recorded by a
camera pixel through point O on the specimen plane. Thus,
recorded gray scales by all the pixels constitute a reference
speckle image. After the specimen suffers deformation due to
the applied load or changes its state after a time-lapse, the
gray scale at a neighboring point of P, namely Q on the target
plate, is photographed by the same pixel through the same
point O on the specimen surface. The corresponding image
of the specimen in the deformed state is recorded next. The
“local” orthogonal speckle displacements identified as δx;y in
Fig. 2 can be obtained by performing a 2-D correlation of
the speckle images in the reference and deformed states. The
corresponding angles ϕx;y representing two orthogonal angu-
lar deflections of light rays can then be obtained, as shown
in Fig. 2.

For simplicity, only the angular deflections of light rays in
the y − z plane are shown in Fig. 2. Here, OQmakes an angle
ϕy with OP. Further, ϕy ¼ θi þ θr, where θi and θrð¼ θiÞ are
incident and reflected angles relative to the normal to the
specimen and ̱n denotes the local normal to the deformed
surface. A similar relationship in the x − z plane can be
obtained as well. Then, the two orthogonal surface slopes
of the surface can be related to ϕx;y as ∂w

∂x;y ¼ 1
2
tanðϕx;yÞ.

The governing equations for r-DGS are as follows:17

EQ-TARGET;temp:intralink-;e001;326;484

∂w
∂x; y

¼ 1

2
tanðϕx;yÞ ≈

1

2
ðϕx;yÞ ≈

1

2

�
δx;y
Δ

�
; (1)

where Δ is the distance or the gap between the specimen and
target planes, and approximately small angle is used. It is
important to note that the coordinates of the specimen plane
are utilized for describing the governing equations and the
camera is focused on the target plane during photography.
Therefore, coordinate mapping is needed to transfer the
target plane locations to the specimen plane. This can be
done by adopting the pin-hole camera approximation,
ðx; yÞ ¼ L

LþΔ ðx0; y0Þ, where ðx; yÞ and ðx0; y0Þ represent
the coordinates of the specimen and target planes, respec-
tively, and L is the distance between the specimen and
the camera.16

The two orthogonal surface slopes obtained from r-DGS
can be numerically integrated to reconstruct the surface

Fig. 1. Schematic of r-DGS experimental setup. Fig. 2. Working principle of r-DGS.22
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topography. This reconstruction can be carried out using 2-D
integration based on finite-difference method. The integra-
tion method used in this paper is called the HFLI method.26

The details for algorithms of HFLI can be found in Refs. 22
and 23.

3 Ultrahigh-Speed Measurements
First, an experiment to measure out-of-plane deformations of
an impact loaded soda-lime glass plate, a low-toughness,
and high-stiffness material, monitored using r-DGS in
conjunction with ultrahigh-speed single sensor digital cam-
era was undertaken. A 152.4 mm × 101.6 mm rectangular
specimen of 4.6-mm thickness was used. One of the two
152.4 × 101.6 mm2 faces was coated with aluminum film
using vapor deposition technique to make the surface reflec-
tive. The schematic of the experimental setup used is shown
in Fig. 3. A modified Hopkinson pressure bar (or simply
a “long-bar”) was used for loading the uncoated backside
of the specimen. The long-bar was a 1.83-m steel rod of
25.4-mm diameter with a tapered flat end of 3-mm diameter
kept in contact with the specimen. A 305-mm long, 25.4-mm
diameter steel striker placed in the barrel of a gas-gun was
coaxially aligned with the long-bar at the start of the experi-
ment. The striker was launched toward the long-bar at a low
velocity of ∼2.5 m∕s during the test. The specimen was
clamped using a fixture containing two steel plates with cir-
cular apertures, see Fig. 3. The 63.5-mm diameter apertures
were coaxial allowing optical observations within this
region. The loading was at the center of the aperture. A
beam splitter and the speckle target plate were placed in a
45-deg holder, housed within the specimen holding fixture
so that the speckle pattern on the target plate was viewed
via the reflective face of the specimen. The deformations
on the front face of the specimen were photographed by
a Kirana-05M ultrahigh-speed digital camera assisted by
a pair of high-energy flash lamps (Cordin model 659) to
illuminate the target. The ultrahigh-speed camera is a

924 × 768 pixels single sensor camera, capable of recording
180, 10-bit images at a maximum rate of up to 5 million
frames per second (fps). The camera and the two flash lamps
were triggered using a variable delay circuit relative to the
striker impacting the long-bar and the duration required for
the stress waves to travel the length of 1.83 m along the
steel rod.

A Nikon 70- to 300-mm focal length zoom lens with an
adjustable bellows was used with the camera to record the
images. A good exposure and focus were achieved by stop-
ping down the lens aperture to F#8 after focusing on the
speckles. The distance between the specimen and the camera
lens (L) was ∼950 mm and the one between the specimen
mid-plane and the target plane (Δ) was 102 mm. A total of
180 images, some in the undeformed and others in the
deformed states of the specimen, were recorded at 1.25 mil-
lion fps (interframe period 0.8 μs). When the long-bar was
impacted by the striker, a 1-D compressive stress wave was
generated that propagated along the length of the long-bar.
The fixture used to house the specimen was mounted on a
pair of rails so that it can travel away from the long-bar when
the specimen was loaded. However, the inertia of the fixture
was substantially higher than that of the specimen and hence,
it took several milliseconds for the fixture to move away
from the long-bar while the images of the deformed speci-
men were recorded for ∼50 μs. One undeformed image
before the start of deformation was selected as the reference
image (t ¼ 0 μs). Subsequent images were correlated with
that reference image using ARAMIS® image analysis soft-
ware. During correlation, a subimage size of 25 × 25 pixels
(1 pixel corresponds to 83.68 μm on the specimen) with
15 pixels overlap was adopted to extract the local displace-
ments δx;y in the region-of-interest (ROI).

The time-resolved orthogonal surface slope contours of ∂w∂x
and ∂w

∂y due to transient stress wave propagation in the glass
plate are shown in Fig. 4 at a few select time instants. In the
early stages of impact, deformations are concentrated close

Fig. 3. Schematic of the experimental setup for dynamic plate impact study. Inset shows the close-up of
the optical arrangement.
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to the center of the plate resulting in small surface slope con-
tours. With the passage of time, the contours get denser and
larger near the contact point. The symmetry in the magnitude
of these contours (of opposite sign) about the x- and y-axes at
different time instants follows the theoretical predictions of
propagating flexural waves in a thin structure. The recon-
structed 3-D surfaces computed from 2-D integration using

surface slope data from r-DGS in conjunction with HFLI
algorithm are plotted in Fig. 5. The corresponding contours
of out-of-plane displacements (w) at 0.5-μm increment
are shown in the right column of Fig. 5. The out-of-plane
deformation is ∼0.63 μm at t ¼ 4 μs, which shows that
this method can indeed detect submicron deformations
at submicrosecond intervals. The circular contours in the

Fig. 4. Evolution of surface slope w;x (left column) and w;y (right column) contours for a clamped
glass plate subjected to central impact. Note: (0, 0) is made to coincide with the impact point.
Contour increments ¼ 8 × 10−5 rad.
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right column demonstrate that the reconstructed shape
matches well with the reality of the experiment qualitatively.
The out-of-plane deformation along the diameter x ¼ 0 at a
few selected time instants is plotted in Fig. 6. The radius R
here is measured from the impact point (0, 0). With the pas-
sage of time, the out-of-plane deformations expand outward
from the impact point toward the outer clamped edge of the

plate while the overall amplitude of deformation increases at
the impact point.

3.1 Smallest Measurable Out-of-Plane Deformation

As stated previously, r-DGS measurements performed at
ultrahigh recording speeds along with the HFLI approach
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Fig. 5. Measured surface topography of glass plate at a few select time instants. (a)–(c) Reconstructed
3-D surface using HFLI. (d)–(f) Out-of-plane displacement (w ) contours (0.5-μm increment). Note: (0, 0) is
made to coincide with the impact point.
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are able to detect submicron scale deformations at submicro-
second intervals during a stress wave loading event over
a large 62.5-mm diameter, field-of-view (FOV). Therefore,
it is pertinent that the smallest measurable out-of-plane
deformation be quantified to justify the validity of such mea-
surements. Two aspects were considered for validating these
observations; one was based on an accepted estimate of the
smallest measurable displacement from the prevailing 2-D
DIC algorithms, and the other was by correlating two speckle
images in the undeformed state but recorded by the camera
with a time lapse. The latter provided a good estimate of
measurement noise due to the combined effect of electronic
noise of the imaging device as well as the measurement envi-
ronment (e.g., random vibrations, thermal currents in the
optical path, etc.).

3.1.1 Method-1

Since r-DGS utilizes 2-D DIC to measure speckle displace-
ment to evaluate angular deflections of light rays, the meas-
urement accuracy of DIC algorithm directly affects that of
DGS. It is widely accepted13 that the smallest measurable
in-plane displacement of speckles from popular DIC algo-
rithms is ∼1% of one pixel of the image. Accordingly, to be
conservative, 2% of one image pixel dimension was assumed
in this work as the smallest measurable in-plane displace-
ment of speckles from DIC to assess the accuracy of r-DGS.

That is, in the experiments described earlier, as 1 pixel
corresponded to 83.68 μm on the target plane, the smallest
measurable in-plane displacement, δ, was ≈1.67 × 10−6 m.
The corresponding surface slope under small angle approxi-
mation being δ

Δ, where Δ ¼ 119 mm is the length of the opti-
cal-lever of the setup. Therefore, the smallest measurable
angular deflection was ≈1.4 × 10−5 rad at the center of
the subimage (or the facet). In this experiment, the subimage
overlap or facet step was 10 pixels. Hence, the distance
between two neighboring subimage centers, dx, was
≈8.37 × 10−6 m. Recognizing that w;x ≈

wi∼wiþ1

dx
for two

neighboring data points, the smallest out-of-plane deforma-
tion, w, based on the trapezoidal rule-of-integration was
w ¼ ð1.4 × 10−5Þ × ð83.68 × 10−5Þ m or 11.7 nm.

Under the assumption of plane stress conditions and using
Hooke’s law, the out-of-plane deformation can be related to
in-plane normal stresses as follows:

EQ-TARGET;temp:intralink-;e002;326;558w ≈ −
vB
2E

ðσxx þ σyyÞ; (2)

where ν is the Poisson’s ratio, B is the undeformed thickness,
and E is the elastic modulus of the specimen. Hence,
the smallest measurable ðσxx þ σyyÞ can be obtained from
the smallest measurable w. For a 4.6-mm thick soda-lime
glass, using nominal values of elastic constants ν ¼ 0.22,
E ¼ 70 GPa, the smallest measurable ðσxx þ σyyÞ ≈ 1.6 MPa.

3.1.2 Method-2

The second method for estimating the smallest measurable
w was to correlate two speckle images in the undeformed
state recorded by the ultrahigh-speed camera with a submi-
crosecond time lapse. Figure 7 shows two such randomly
selected speckle images. Therefore, ideally, the in-plane dis-
placements obtained by correlating these two images should
be zero. However, due to various experimental deficiencies,
such as electronic noise of the imaging system, random
vibrations, thermal fluctuations, and shortcoming of the
correlation algorithm, the in-plane speckle displacements
extracted will not be zero. The corresponding slopes thus
obtained after dividing the in-plane displacements by the
optical-lever Δ will be affected as well. A pair of surface
slope components of angular deflections is shown in

Fig. 6. The measured profiles for a clamped glass plate subjected to
central impact.

Fig. 7. (a) and (b) Two select speckle images recorded by the ultrahigh-speed camera in the undeformed
state (or two reference images recorded with a time lapse).
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Fig. 8. The contour increments here were intentionally kept
very small, 1 × 10−5 rad (eight times smaller than the one in
Fig. 4, and above the 1% of the pixel limit of DIC), so that
the slope contours obtained from noise could be observed.
The red dot in Fig. 8 indicates the impact point or the origin
corresponding to row 38, column 45 of the processed 74 ×
88 data array. It can be observed from Fig. 8 that the slope
values are very small and vary randomly, whereas they are
relatively large along the edges, highlighting the edge effects
along the periphery of the specimen.

To quantify the noise level better, the horizontal slope along
three rows and three columns, inclusive of the origin, was
extracted and plotted in Fig. 9. It should be noted here that
five data points at the two ends of the diameter were removed
from the plot as they are close to the specimen/image edges
containing much higher noise levels, not representative of the
methodology itself. It can be observed from Fig. 9 that most of
the noise is spread within �2 × 10−6 rad range, suggesting
that r-DGS is capable of detecting angular deflections of light
rays or surface slopes in the range of microradians.

Fig. 8. Surface slopes (a) w;x and (b) w;y contours. Contour increments ¼ 10 × 10−6 rad. Impact point:
row 38, column 45.

Fig. 9. Slopes in the horizontal direction (a) along three neighboring columns and (b) along three
neighboring rows. The rows and columns are along the horizontal and vertical diameters in Fig. 8.
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The surface slopes such as the ones shown in Fig. 8 were
numerically integrated using HFLI algorithm to obtain the
topographic information of the surface and is shown in
Fig. 10 as a 3-D surface plot. The units of the vertical axis
in Fig. 10 are plotted as μm, whereas the two horizontal axes
are in the matrix array format corresponding to the ones
shown in Fig. 8. It can be observed from Fig. 10 that the

reconstructed surface is textured and “rough” in appearance
and the noise along the edge is relatively large. Note that the
algorithmic error of HFLI is included in the noise. Hence, the
surface topography obtained here contains three noise con-
tributors, namely the experimental apparatus including the
imaging system, the speckle correlation, and integration
algorithms. The out-of-plane deformation along the three
rows and three columns inclusive of the origin is again

Fig. 10. Reconstructed surface topography showing spurious out-of-
plane displacement obtained by correlating two speckle images
recorded by the ultrahigh-speed camera and postprocessed using
HFLI algorithm.

Fig. 11. (a) Spurious nanoscale out-of-plane displacements along three neighboring columns and
(b) three neighboring rows under dynamic recording conditions.

Fig. 12. Experimental setup for performing r-DGS measurements
under quasistatic conditions. Inset shows close-up of the optical
arrangement.
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extracted and plotted in Fig. 11. Once again, five data points
at the two ends have been truncated in this plot. It can be
observed from Fig. 11 that the largest noise value, w, is
∼7 nm. Based on Hooke’s law and plane stress approxima-
tion, the corresponding (σxx þ σyy) is ∼1 MPa. These values
are in the same range as the ones obtained from method-1
discussed earlier. Thus, it can be concluded that, under
dynamic experimental conditions, with microsecond time

lapse period, the smallest measurable w from r-DGS with
HFLI is ∼10 nm over a large FOV using the current state-
of-the-art imaging equipment.

4 Smallest Measurable Deformation: Quasistatic
Conditions

Miao et al.22 have previously demonstrated the feasibility
of r-DGS used in conjunction with HFLI to map surface

Fig. 13. Spurious surface slopes w;x (left column) and w;y (right column) for clamped silicon
wafer recorded at 0.2 fps. Note that (0, 0) is made to coincide with the center of silicon wafer.
Contour increments ¼ 5 × 10−6 rad.
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topography of a clamped reflective silicon wafer subjected to
out-of-plane concentrated load. The work showed that the
measured values deviated by ∼5% of the expected values
during quasistatic, manual loading of the wafer using a
screw-type micrometer device. However, that work did not
provide details on the smallest measurable out-of-plane
deformation. Accordingly, the experiments were repeated to
assess the smallest measurable deformation under static load-
ing conditions. The experimental details are as follows.

A single-face polished, silicon wafer of diameter 50.8 mm
and 360 μm thickness was used. (Note that any planar reflec-
tive specimen/substrate should suffice for this work but an
existing setup was utilized for convenience.) The unpolished
face was bonded to a thick steel washer with a circular aper-
ture of 30 mm using a slow curing epoxy adhesive. The steel
washer was secured in a cylindrical holder. A target plate,
decorated with random black and white speckles, was placed
at 90 deg to the silicon wafer. Two LED lamps were used to

Fig. 14. Spurious surface slopes w;x (left column) and w;x (right column) for clamped silicon
wafer recorded at 5 fps. Note that (0, 0) is made to coincide with the center of silicon wafer.
Contour increments ¼ 5 × 10−6 rad.
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illuminate the speckle pattern on the target. A beam splitter
was placed at 45 deg to both the silicon wafer and the target
plate (see Fig. 12). The distance between the silicon wafer
surface and the target plate (Δ) was 112 mm. A point gray
digital camera with a Nikon 70 to 300 mm lens and adjust-
able bellows was used to record speckles on the target plate
through the beam splitter via the reflective silicon wafer

surface. The distance between the silicon wafer and the
lens (L) was ∼1445 mm.

First, when the silicon wafer was under no-load condition,
the speckle images (2048 × 2048 pixels) were recorded at
two different rates, 0.2 and 5 fps. One of the images in each
experiment was selected as the reference image (t ¼ 0 μs),
and the rest of the images were correlated with that reference

Fig. 15. Spurious surface topography obtained from integrating surface slopes using HFLI method for
a clamped silicon wafer recorded at 0.2 fps. (a)–(c) 3-D surface. (d)–(f) Out-of-plane displacement (w )
contours (0.01-μm increments).
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using ARAMIS® image analysis software. During correla-
tion, a subimage size of 25 × 25 pixels (1 pixel ¼ 23.16 μm
of the speckle image) with 15 pixels overlap was used to
extract the local displacement of speckles δx;y in the ROI.

The time-resolved orthogonal surface slope contours of
∂w
∂x;y are plotted in Figs. 13 and 14 corresponding to framing
rates of 0.2 and 5 fps, respectively. Since the silicon wafer

was not subjected to any load at all during this experiment,
the surface slopes should be uniformly zero in the ROI.
However, due to experimental noise, the nonzero slopes
evidently occur throughout the ROI. The contour increments
here are 5 × 10−6 rad; as a result, extremely small slopes can
be observed. The random slopes are spread in�3 × 10−6 rad
range.

Fig. 16. Spurious surface topography obtained from integrating surface slopes using HFLI method for
a clamped silicon wafer recorded at 5 fps. (a)–(c) 3-D surface. (d)–(f) Out-of-plane displacement (w )
contours (0.01-μm increments).
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The surface slopes in Figs. 13 and 14 were numerically
integrated using the HFLI algorithm to obtain the instanta-
neous surface topography and are plotted in Figs. 15 and 16,
respectively. The left columns in these figures represent the
reconstructed surfaces at different time instants, the right col-
umns show the out-of-plane displacement (w) contours cor-
responding to the 3-D surfaces in the left columns. (The 3-D
surfaces in Figs. 15 and 16 are plotted from different azimuth
angles to best present the surface characteristics.) It should
be noted that the scales of the horizontal axes are in mm
scale, whereas the vertical axes are in μm. Accordingly,
all the 3-D surfaces plotted here appear planar but inclined,
although ideally, they should be without any tilt or devoid of
contours. The contour increments for the out-of-plane dis-
placement (w) in the right column are set at 0.01 μm or
10 nm. The texture (roughness) of the reconstructed surface
due to experimental noise can be observed from the wrinkles
on each contour. The out-of-plane displacement (w) contours
better reveal the phenomenon that all the 3-D surfaces are
tilted in different spatial directions. This is noticeably differ-
ent from the reconstructed “flat” surface of the dynamic
counterpart shown in Fig. 10. It is worth noting that the lab-
oratory where these experiments were performed was located
on the top floor of a four-story building, in close proximity to
a passenger elevator, the mechanical vibrations expectedly
influence the time lapse photography in addition to the
electronic noise and thermal currents in the optical path.
Considering the measurement in the dynamic counterpart
was in the nanometer range over a large FOV using a
much shorter interframe period (0.8 μs), the role of mechani-
cal vibrations in the slow-speed, static experiment is signifi-
cantly higher. The fact that the reconstructed surfaces are
arbitrarily tilted in space at the instant of recording matches
the reality that random mechanical vibrations affected
the time lapse measurements. Evidently, the smallest out-
of-plane deformation ranges from −0.06 to 0.06 μm in
Figs. 16(c) and 16(f), whereas the spread is within −0.4
to 0.4 μm in Figs. 16(b) and 16(e). Note that the higher errors
at 5 fps when compared to 0.2 fps further emphasize the
effect of random vibrations at lower imaging speeds influ-
encing the measurements. This also indicates that the r-DGS
is able to measure out-of-plane deformation in the submicron
range over a relatively large FOV even under quasistatic
conditions without special vibration isolation of the
apparatus.

5 Conclusions
In this paper, the accuracy of out-of-plane deformations mea-
sured from r-DGS used in conjunction with HFLI is dis-
cussed. First, the feasibility of detecting deformations over
a large FOV is demonstrated using ultrahigh-speed submi-
crosecond digital photography with sub microsecond time
lapse. Next, the validity of those measurements is justified
using two methods, one is based on the smallest measurable
displacement from 2-D DIC and the other by correlating two
speckle images recorded in the undeformed state with a time
lapse. The verification shows that the smallest measurable
out-of-plane deformation is ∼10 nm using ultrahigh-speed
photography at 106 fps. On the other hand, when using
slow-speed photography, 101 fps, the smallest measurable
out-of-deformation was much higher but still in the submi-
cron range over a large FOV. The difference between

ultrahigh-speed photography and slow-speed photography
revealed combined effects of random mechanical vibrations
and thermal currents in the optical path. The accuracy of
measurement decreased (from ∼10 nm to 0.4 μm error) in
slow-speed, quasistatic experiments. Hence, it could be
concluded that the application of r-DGS with HFLI is able
to measure nanoscale deformations provided errors from
mechanical vibrations and thermal currents are avoided using
minimum time lapse during image capture. Considering the
simplicity of the experimental setup, and digital recording
and postprocessing steps, the potential of this approach to
optical metrology of planar substrates (e.g., silicon wafer
used in the semiconductor industry) is enormous.
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