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Abstract—This paper presents a rigorous analytical model for analyzing the effects of local oscillator output imperfections such as phase/amplitude imbalances and phase noise on $M$-ary quadrature amplitude modulation ($M$-QAM) transceiver performance. A closed-form expression of the error vector magnitude (EVM) and an analytic expression of the symbol error rate (SER) are derived considering a single-carrier linear transceiver link with additive white Gaussian noise channel. The proposed analytical model achieves a good agreement with the simulation results based on the Monte Carlo method. The proposed QAM imperfection analysis model provides an efficient means for system and circuit designers to analyze the wireless transceiver performance and specify the transceiver block specifications.
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I. INTRODUCTION

With the ever-increasing demand for a high data rate in emerging communication systems such as third-generation (3G) wireless systems, wireless local area network (WLAN) systems, and digital video broadcasting (DVB), high bandwidth efficiency is highly demanded. An $M$-ary quadrature amplitude modulation ($M$-QAM) with a large $M$ value such as 32, 64, or 128 has received increasing interest for many wireless communications. However, as the price paid for the high bandwidth efficiency, the $M$-QAM systems with a large $M$ value place more stringent requirements than the slow-data-rate 4-ary or 8-ary modulations on many wireless transceiver specifications such as the SNR, linearity, local oscillation (LO) phase and amplitude accuracy, LO synchronizations, and LO frequency noise.

On top of the complicated modulation schemes, the emerging high-data-rate wireless systems are required to operate at higher and higher frequency bands, e.g., 2 GHz for 3G systems, 2.4/5.2 GHz for WLAN networks, and 3 GHz–10.6 GHz for ultra-wideband applications. Therefore, high-data-rate wireless transceiver designs are facing increasing challenges to provide clean and balanced LO quadrature signals. For a typical voltage-controlled oscillator (VCO), the phase noise increases with the square of the center frequency [1], [2]. Therefore, at a high frequency band, the phase noise effect is rather significant for the $M$-QAM systems with a large $M$ value. Furthermore, the quadrature synthesizer will introduce non-negligible phase and amplitude imbalances for the LO frequency in the gigahertz range. Those imbalances will further degrade the QAM system performance [12]. Because the free-space propagation loss is proportional to the square of the frequency [3], higher transmission power is needed for the increased range and receiver sensibility. The coexistence of multiple wireless standards also generates a more complicated wireless environment. The resultant degrades the wireless spectrum with large jamming signals, and interferences have placed an increased linearity requirement for the receiver front-end designs.

The link budget and system parameters have to be carefully considered and budgeted into the transceiver block specifications. The $M$-QAM places stringent wireless system requirements that increasingly challenge the transceiver RFIC designs. It is thus desirable for both system- and circuit-level designs to have a rigorous analytical model for the imperfections of the transceiver such as phase and amplitude imbalances, phase noise, nonideal synchronizations, and nonlinearity. Those imperfections directly affect the QAM system performance. There have been investigations related to this topic. Several theoretical models of the VCO phase noise have been derived in [4]–[7]. Furthermore, from a practical point of view, the contributions from different noise sources in a phase-locked loop (PLL) frequency synthesizer design for WLAN applications have been modeled in [8], which can be used to simulate the overall PLL synthesizer phase noise performance. A quadrature PLL will also introduce phase errors between two quadrature channels in QAM. [14] An early-developed model of the phase and amplitude imbalances and dc offset in the quadrature modulator and demodulator has been reported in [9]. The $M$-QAM–orthogonal frequency-division multiplexing system performance in the presence of a nonlinear amplifier and phase noise is analyzed in [10]. The error vector magnitude (EVM) is normally used as a major system specification to quantify the QAM accuracy. The work presented in [11] derives the effects of imbalances and phase noise of the LO signals on the EVM. The work given in [12] discussed an approach to apply EVM to RF system design. However, it is the symbol error rate (SER) that is directly related to the system performance of a transceiver data link, and the relationship between the SER and the EVM is not straightforward. So far, the effects of the imbalances and imperfections on the SER have not been discussed and analytically modeled in previous publications.

In this paper, a system model of a transceiver data link for an $M$-QAM system is built, which includes the phase
Fig. 1. System model for an $M$-QAM transceiver.

and amplitude imbalances and phase noise in both transmitter and receiver LOs. With this model, a closed-form analytic expression of the EVM is derived, which is more complete compared to the model given in [11] due to the amendment of phase and amplitude imbalances. Moreover, an analytical expression of the SER is obtained in the presence of the imbalances and phase noise. This integration expression of the SER has no closed-form solution and can only be numerically calculated by the finite-element method, which is still more efficient compared to the commonly used Monte-Carlo-based simulation approaches. Thus, the proposed QAM imperfection analysis model provides an efficient means for system engineers to analyze the wireless transceiver performance and specify the transceiver specifications. It can also help the circuit designers as a guide to tradeoffs in designing RFIC transceivers.

This paper is organized as follows. Section II establishes a system model of an $M$-QAM transceiver link with phase and amplitude imbalances, dc offsets, and phase synchronization offset. Section III develops an analytic approach for the EVM expression. Section IV derives the integration expression of the SER. The phase noise is then added in the system model in Section V, and the expressions of the EVM and the SER are obtained in the presence of the phase noise. Section VI provides some calculation results based on the closed-form expressions that are compared with the simulation results. It also gives some analysis and discussions on the effects of imbalances and phase noise on $M$-QAM systems. Finally, conclusions are drawn in Section VII.

II. SYSTEM MODEL

This paper focuses on a one-directional physical link between the coder in the transmitter (Tx) and the decoder in the receiver (Rx). As shown in Fig. 1, a full system model is composed of a QAM modulator and demodulator, a quadrature modulator and demodulator, an RF amplifier, a low noise amplifier (LNA), an automatic gain control (AGC), low-pass filters (LPFs), and antennas. The input and output of this system model are data streams to and from the coder–decoder (codec). The SER will be analytically derived and used as the major parameter to assess the performance of this system model.

In a QAM modulator, the transmitted symbols are mapped to a constellation with $M$ signal points in a lattice, which are different in both the phase and amplitude. Then, those discrete signal points excite a shaping filter to generate the baseband signal in two channels that are called in-phase channel (I channel) and quadrature-phase channel (Q channel). The QAM demodulator performs the reversed function, i.e., the received two-channel baseband signals are filtered by a matching filter and sampled to get the received signal points, which are then decided to be received symbols.

The quadrature modulator upconverts the two-channel baseband signals to an RF band. The carriers for both channels are generated by a transmitter LO generator, which is normally a PLL with quadrature outputs. The baseband I–Q signals are upconverted using an image-rejection mixer with the single-sideband output. The quadrature demodulator downconverts the received RF signal to I–Q baseband signals by mixing it with the quadrature carriers generated by an Rx LO generator. The Tx and Rx LOs can be generated with the same PLL synthesizer if the uplink and downlink operate at the same frequency. The two LPFs in the receiver path provide the baseband filtering. The RF amplifier, the LNA, and the AGCs are used to adjust the received and transmitted signal powers.

In the implementations of this system, several imperfections are introduced from different components and should be considered. Transceiver building blocks such as the LNA, the AGC, and the RF amplifier can introduce noise and nonlinearity. The amplitude imbalance, phase imbalance, dc offset, and phase noise are presented in the LOs in the quadrature modulator
and demodulator. In wireless transceiver RFIC designs, the commonly used techniques for quadrature signal generation can be summarized as follows: 1) A divided-by-two frequency divider following the VCO running at double the frequency. This approach generally shows poor quadrature accuracy, as it requires 50% duty cycle VCO output. Therefore, there will be a non-negligible phase imbalance at the divider-by-two output.

2) A VCO followed by a passive polyphase RC complex filter. An integrated RC–CR network will suffer from process spread on the RC time constant, resulting in the amplitude imbalance between the quadrature outputs. Furthermore, the typical RC phase-shift network will also load the RF oscillator. A buffer after the oscillator to relieve this loading will be power hungry and may attenuate this signal. The polyphase network is normally of narrow band with poor quadrature amplitude and phase accuracy.

3) Two VCOs forced to run in quadrature by using transformer coupling. This technique provides wideband quadrature accuracy with a tradeoff of large silicon area for transformer designs.

4) Two VCOs forced to run in quadrature by using coupling transistors. This technique provides wideband quadrature accuracy with a tradeoff of phase noise. The aforementioned two quadrature VCO designs suffer from large power consumption to operate two VCOs, as well as non-negligible phase noise and phase/amplitude imbalances.

Therefore, phase and amplitude imbalances have to be considered in transceiver RFIC designs for QAM applications. At the receiver, the nonideal synchronizations of the frequency and phase of carrier, and sample timing will also degrade the system performance. LO synchronization is a critical requirement for multiple-input–multiple-output transceiver RFIC designs [13]. For a real system, the channel may have the features of frequency-selective, time-varying, and doubly selective fading for different application environments.

This paper will discuss amplitude imbalance, phase imbalance, dc offset, and phase noise. Other imperfections are neglected but shown here to give a full picture of the system consideration. To simplify the problem, an additive white Gaussian noise (AWGN) channel is used as the channel model in the analysis.

Under those considerations, the equivalent system model in vector presentation is shown in Fig. 2. The \( s(t) = [s_1(t), s_0(t)]^T \) presents the shaped QAM output, where the superscript \( T \) denotes the transpose operation. The quadrature modulator imperfection is modeled by a vector \( a = [a_s, a_q]^T \), which represents the dc offset and a \( 1 \times 2 \) matrix \( T(t) \) as

\[
T(t) = 2[k \cos(\omega t), \sin(\omega t + \phi)]^T
\]  

(1)

where \( \omega \) is the carrier angular frequency, \( k \) presents the amplitude imbalance, which has a value of around 1, and \( \phi \) presents the phase imbalance, whose magnitude is much smaller than \( \pi/2 \). The constant 2 is inserted to keep the gain of the transmitter link to be one. Therefore, the output signal from the quadrature modulator is a time-varying scalar expressed as

\[
u(t) = T(t)[s(t) + a].
\]  

(2)

Similar to the modulator, the imperfection of the quadrature demodulator is modeled by a vector \( b = [b_l, b_q]^T \) and a \( 2 \times 1 \) matrix \( R(t) \) as

\[
R(t) = [l \cos(\omega t + \alpha), \sin(\omega t + \alpha + \gamma)]^T
\]  

(3)

where \( \alpha \) presents a constant phase difference between the transmitter LO and the receiver LO, which is introduced by the nonideal synchronization of the carrier, \( l \) presents the amplitude imbalance, and \( \gamma \) presents the phase imbalance. Let \( n(t) \) denote AWGN with a power single-side spectrum density (PSD) of \( N_0 \). Using all aforementioned expressions, the output signal \( r(t) \) can be expressed as

\[
r(t) = \text{LPF}(\langle R(t)\{T(t)[s(t) + a] + n(t)\}\rangle + b)
\]

\[
= \text{LPF}(\langle R(t)T(t)s(t) + R(t)T(t)a + b + R(t)n(t)\rangle)
\]  

(4)

where \( \text{LPF}(\cdot) \) presents the function of the LPF. Considering that the signal bandwidth is smaller than the bandwidth of the LPF and the RF carrier frequency is out of the passband of the baseband LPF, (4) can be rewritten as

\[
r(t) = Hs(t) + c + n_r(t)
\]  

(5)

with the output constant offset given as

\[
c = Ha + b
\]  

(6)

the channel matrix given as in (7), shown at the bottom of the next page, and the received channel noise given as

\[
n_r(t) = \text{LPF}(\langle R(t)n(t)\rangle)
\]  

(8)

In (7), it is observed that the channel matrix \( H \) is no longer dependent on time, because the high-frequency components are suppressed by the LPF. The received noise \( n_r(t) \) is still a Gaussian noise, because it comes from a linear transform of the Gaussian channel noise. It has zero mean, and its covariance matrix is given by (as detailed in the Appendix)

\[
C_{n, n_r} = \frac{N_0 B}{4} \begin{bmatrix} t^2 & t \sin(\gamma) \\ t \sin(\gamma) & 1 \end{bmatrix}
\]  

(9)

where \( B \) presents the bandwidth of the LPF. Thus, the presence of the receiver phase imbalance results in a correlated noise in I and Q channels.
Assuming an ideal synchronization of the sampling time, the received signal samples are then expressed as
\[ r(n) = Hs(n) + c + n_r(n) \] (10)
where the channel matrix \( H \) is the same as that expressed in (7), the noise \( n_r(n) \) has the same covariance matrix as that given in (9), and \( \nu(n) = \nu(nT_s) \), \( \nu = r, s, n_r \), are sampled signals with the symbol period of \( T_s \).

### III. EVM Calculation

In the communication system, the modulation accuracy is quantified by the EVM, which is defined as the root-mean-square error between the sent and received signal vectors. For the system model discussed in this paper, the EVM can be obtained from (10).

First, the error vector is the difference between the transmitted and received signal vectors, namely
\[ e(n) = r(n) - s(n) = (H-I)s(n) + c + n_r(n) = e_s(n) + e_n(n). \] (11)

The aforementioned error vector consists of two components: one, which is denoted by \( e_s(n) = (H-I)s(n) + c \), is related to the signal vector and is determined by a given symbol, and the other, which is denoted by \( e_n(n) = n_r(n) \), comes from channel random noise with a Gaussian distribution. Fig. 3 illustrates the definition of the error vector and its two components.

From the error vector expressed in (11), the EVM can be found out as
\[
EVM^2 = \sigma_e^2 = E[e^H(n)e(n)] = E[e^T(n)e(n)] \\
= E[((H-I)s(n) + c + n_r(n))^T \\
\times ((H-I)s(n) + c + n_r(n))] \] (12)
where the superscript \( H \) denotes the Hermitian operator. Because all vectors and matrices in the approach are real, the Hermitian operator is then equivalent to the transpose operator that will be used in the following derivations. Under the assumptions that the transmitted signal vectors have zero mean and are independent of noise and that the I and Q components of the signal vectors are independent, (12) can be simplified as
\[
EVM^2 = E[s^T(n)(H-I)^T(H-I)s(n)] \\
+ c^Tc + E[n_r(n)^Tn_r(n)]. \] (13)

Based on the aforementioned assumptions, the covariance matrix of signal is obtained as
\[ c_{s(n)s(n)} = \frac{E_sR}{2} \] (14)
where \( E_s \) presents the average symbol energy, \( R \) presents the symbol rate, and \( I \) presents a unit matrix. Therefore, with (7), the first term in the right hand of (13) can be expressed as
\[
E[s^T(n)(H-I)^T(H-I)s(n)] \\
= \frac{E_sR}{2} \text{Tr}((H-I)^T(H-I)) \\
= \frac{E_sR}{2} [\text{Tr}(H^TH) - 2\text{Tr}(H) + 2] \\
= \frac{E_sR}{2} \left[k^2l^2\cos^2(\alpha) + k^2\sin^2(\phi - \alpha) + l^2\sin^2(\alpha + \gamma) \right. \\
+ \cos^2(\alpha + \gamma - \phi) \\
\left. - 2(kl\cos(\alpha) + \cos(\alpha + \gamma - \phi)) + 2 \right]. \] (15)

From (9), it can be obtained that
\[ E[n_r(n)^Tn_r(n)] = \frac{N_0B(l^2 + 1)}{4}. \] (16)
Moreover, from (6)
\[ c^T c = a^T H^T H a + a^T H^T b + b^T H a + b^T b. \]  
(17)

By substituting (15), (16) into (13), a detailed expression of the EVM is obtained but will not be listed here for conciseness.

In practice, the EVM is usually normalized by the signal power \( P = R E_x \), and by assuming that the symbol rate equals the pass bandwidth of the LPF, i.e., \( R = B \), the normalized EVM is thus obtained as

\[
\text{EVM}_{\text{normalized}} = \sqrt{\frac{1}{2} \text{Tr}(H^T H) - \text{Tr}(H)^2} + 1 + \frac{(I^2 + 1)}{4E_x/N_0} + \frac{c^T c}{P}. \]

(18)

In the radical sign, \( \text{Tr}(H^T H)/2 - \text{Tr}(H) \) represents the contribution of the phase and amplitude imbalances to the EVM, \( (I^2 + 1)/(4E_x/N_0) \) represents the contribution of the channel noise, and \( c^T c/P \) represents the contribution of the constant offsets. By using (18), the effects of the transceiver imbalances, channel noise, and modulation offsets on the EVM can further be analyzed.

IV. SER CALCULATION

Considering an \( M \)-QAM, all possible symbols are defined as an alphabet of \( \mathcal{S} = \{ s_1, s_2, \ldots, s_N \} \). Furthermore, the corresponding modulated vectors are defined as a vector alphabet of \( \mathcal{V} = \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N \} \). Recalling (10) and (11), for a given transmitted signal vector \( \mathbf{s}(n) \in \mathcal{V} \), the received vector is expressed as

\[ \mathbf{r}(n) = \mathbf{s}(n) + \mathbf{e}_s(n) + \mathbf{e}_n(n). \]

(19)

As illustrated in Fig. 4, the received vector has a deterministic component \( \mathbf{s}(n) + \mathbf{e}_s(n) \) and a random component \( \mathbf{e}_n(n) \).

With the covariance matrix obtained in (9), the Gaussian noise \( \mathbf{e}_n(n) \) has a joint normal probability density function (pdf) that is expressed as

\[
\begin{align*}
f_{\mathbf{e}_n}(x, y) &= N_2\left(0, 0, N_0 B l^2 / 4 N_0 B / 4 \sin(\gamma) \right) \\
&= A \exp \left\{ - \frac{2}{N_0 B (1 - \sin^2(\gamma))} \times \frac{x^2}{l^2} - 2 \sin(\gamma) \frac{xy}{l} + y^2 \right\} \\
A &= \frac{2}{\pi N_0 B \sqrt{1 - \sin^2(\gamma)}},
\end{align*}
\]

(20)

(21)

where \( N_2(\cdot) \) denotes a 2-D joint normal distribution pdf, and \( x \) and \( y \) denote the I and Q components of received noise vector that are zero-mean random variables with variances and correlation given by the covariance matrix in (9). In Fig. 4, the concentric ellipses in different gray colors illustrate the pdf of the noise. Because the two channels of the noise are correlated to each other, the contours of the pdf are not circles but tilt ellipses. Moreover, because this noise term is independent of the signal, the received noise components have an identical pdf and do not relate to different transmitted signal vectors.

From (19) and (20), the conditional pdf of the received vector can be obtained as

\[
f_{\mathbf{r}(n) | \mathbf{s}(n)}(x, y) = f_{\mathbf{e}_n}(x - \bar{r}_x(n), y - \bar{r}_y(n)) = N_2 \left( \bar{r}_x(n), \bar{r}_y(n), N_0 B l^2 / 4 N_0 B / 4 \sin(\gamma) \right)
\]

\[
A \exp \left\{ - \frac{4}{N_0 B (1 - \sin^2(\gamma))} \times \frac{(x - \bar{r}_x(n))^2}{l^2} - 2 \sin(\gamma) \frac{(x - \bar{r}_x(n))(y - \bar{r}_y(n))}{l} \\
+ (y - \bar{r}_y(n))^2 \right\}
\]

(22)

\[
\bar{r}_x(n) = I \langle \mathbf{s}(n) + \mathbf{e}_s(n) \rangle \\
\bar{r}_y(n) = Q \langle \mathbf{s}(n) + \mathbf{e}_s(n) \rangle
\]

(23)

where \( I(\cdot) \) and \( Q(\cdot) \) are the functions to get the I and Q components from a vector, respectively, and \( \bar{r}_x(i) \) and \( \bar{r}_y(i) \) are the mean values of the I and Q components of the received vector.

For the system model considered in this paper, under the assumption that the channel and all devices are linear and memoryless, the received QAM modulated vectors are demodulated by hard-decision criteria. Thus, the decision of a received QAM symbol is made by choosing the symbol that minimizes the geometric distance from the received signal vector to the assumed transmitted signal vector in the signal vector alphabet \( n \). Each inner constellation point has four nearest neighbors and a square decision zone. The square area shaded by cross lines in Fig. 4, i.e., \( D_i \), shows a decision zone of the transmitted signal vector \( \mathbf{v}_i \). Therefore, the conditional detection probability is the integral of the conditional pdf of the received sample vector in the decision zone \( D_i \), namely

\[
P_{D_i} = \int_{D_i} \int f_{\mathbf{r}(n) | \mathbf{s}(n)}(\xi - \tau) dxdy.
\]

(24)
Furthermore, the conditional error probability is the integration of the conditional pdf of the received sample vector in the area other than the decision domain \( D_x \), which is a complement of the conditional detection probability, i.e.,

\[
P_{e_i} = 1 - P_{D_x}. \tag{25}
\]

In the constellation, the edge points and corner points have three or two nearest neighbors, respectively. Then, the decision zone becomes a one-end-open strip or a quarter plane. The decision zone of the three aforementioned situations can be expressed in a same form as \( D_x = \{x, y \mid x \in (a_i, b_i), y \in (c_i, d_i)\} \), where the boundaries can be either finite or infinite. By substituting the expression of the decision zone and (22) into (24), the detection probability is expressed as

\[
P_{D_x} = \int_{c_i}^{d_i} \int_{a_i}^{b_i} A \exp \left\{ - \frac{4}{N_0 B (1 - \sin^2(\gamma))} \left[ \frac{(x - \bar{r}_x(n))^2}{l^2} - 2 \sin(\gamma) \frac{(x - \bar{r}_x(n))(y - \bar{r}_y(n))}{l} \right] \right\} \, dx \, dy. \tag{26}
\]

Because there is a mixture term of \( x \) and \( y \) in the integrand, the aforementioned integral does not have a closed-form solution and can only be calculated by a numerical integral method. To calculate the total detection probability for all possible transmitted symbols, this integral needs to be calculated for each symbol. An efficient method to do the numerical integral is derived by converting (26) into

\[
P_{D_x} = \int_{c_i}^{d_i} \int_{a_i}^{b_i} N_2(0, 0, N_0 B l^2/4, N_0 B/4, \sin(\gamma)) \, dx \, dy. \tag{27}
\]

Therefore, the integrand is no longer related to the symbols. The numerical integral then can be estimated by a finite-element method, i.e., calculating the integrand values in grids and accumulating grids in different integral fields.

For 32-QAM and 128-QAM, the decision zone of corner points will have a sloped boundary, which will make the calculation of the SER more complicated. The SER calculation for 32-QAM and 128-QAM is not given here, yet the results can be obtained by slightly extending the work of this paper.

Based on a basic assumption that each symbol in \( n \) has the same probability to be sent, the total SER is obtained by averaging the conditional detection error probability of each symbol as

\[
P_e = \frac{1}{N} \sum_{i=0}^{N-1} P_{e_i}. \tag{28}
\]

Equation (28) gives an analytical expression of the SER for an \( M \)-QAM system in the presence of transceiver imbalances and channel noise.

V. PHASE NOISE CONSIDERATION

In the aforementioned sections, the phase noise has not been taken into account, and all phase variables presented in the equations are deterministic. For a more realistic consideration of the transceiver system discussed in this paper, the LO signal in both the transmitter and the receiver is not an ideal tone but a carrier with phase noise presented in the frequency domain or a jittered signal presented in the time domain. The phase noise then results in both random phase imbalances in quadrature modulators and random phase difference between two LOs.

The detailed phase analysis is beyond the scope of this paper. Instead, we will simply approximate the phase noise as a zero-mean Gaussian noise in phase representation whose variance is defined as the LO mean square phase error that can be obtained from other works \cite{1}, \cite{8}.

A. EVM Calculation

All approaches in the aforementioned sections are formally valid, except that the phase variables should be understood as random variables. Therefore, the phase difference \( \alpha \) is updated as

\[
\alpha = \alpha_d + \alpha_r, \quad \alpha_r \sim N(0, \alpha_r^{2 \text{rms}}) \tag{29}
\]

where \( \alpha_d \) denotes a constant phase difference, and \( \alpha_r \) is a Gaussian random variable that represents the phase noise.

Substituting (29) to (7), we have

\[
H = \begin{bmatrix}
kl \cos(\alpha_d) + \alpha_r \\
kl \sin(\alpha_d + \gamma) + \alpha_r \\
kl \cos(\alpha_d) + \alpha_r \\
kl \sin(\alpha_d + \gamma) + \alpha_r
\end{bmatrix}
\begin{bmatrix}
l \sin(\phi - \alpha_d - \alpha_r) \\
l \sin(\phi - \alpha_d + \gamma - \phi) \\
l \sin(\phi - \alpha_d) \\
l \sin(\phi - \alpha_d + \gamma - \phi)
\end{bmatrix}.
\tag{30}
\]

Under the assumption that \( \alpha_r^{\text{rms}} \ll 1 \), the aforementioned equation can be simplified as in (31), shown at the bottom of the page, where \( H_d \) has the same form as \( H \) in (7), and \( \alpha_r \)

\[
H = \begin{bmatrix}
kl \cos(\alpha_d) - kl \alpha_r \sin(\alpha_d) \\
kl \sin(\alpha_d + \gamma) + kl \alpha_r \cos(\alpha_d + \gamma)
\end{bmatrix}
\begin{bmatrix}
\sin(\phi - \alpha_d - \alpha_r) \\
\sin(\phi - \alpha_d + \gamma - \phi)
\end{bmatrix} + \alpha_r
\begin{bmatrix}
l \sin(\phi - \alpha_d) \\
l \sin(\phi - \alpha_d + \gamma - \phi)
\end{bmatrix}.
\tag{31}
\]
which means that the error due to the phase noise is mostly on the covariance matrix of the channel noise, which is additive, the phase noise is multiplied by a deterministic matrix $H_r$. Then, (10) becomes

$$r(n) = H_d s(n) + \alpha_r H_r (s(n) + a) + c + n_r(n)$$

where $c = H_d b + b$. Comparing (32) with (10), a new term, i.e., $n_p(n) = \Delta \alpha_r H_r (s(n) + a)$, appears, which represents the effect of the LO phase noise on the received signal. Unlike the channel noise, which is additive, the phase noise is multiplied with the signal. Furthermore, observing the matrix $H_r$, if the phase imbalances and phase difference are small, it approximates to an anti-identity matrix. Then, the phase noise term $n_p(n)$ is approximately perpendicular to the signal vector, which means that the error due to the phase noise is mostly on the phase and not on the amplitude. Fig. 5 illustrates the pdf of the received signal vector in the presence of phase noise with $\alpha_{rms} \approx \pi^\circ$, which intuitively shows that the constellation point with a larger amplitude is influenced more by the phase noise.

Considering that the phase noise is independent of the signal, the covariance matrix of $n_p(n)$ is obtained as

$$C_{n_p n_p} = E\left[ \alpha_r H_r (s(n) + a) (\alpha_r H_r (s(n) + a))^T \right] = E\left[ \alpha_r^2 H_r s(n) s(n)^T + \alpha_r^2 H_r a a^T H_r^T \right] = E_a R \alpha_{rms}^2 H_r H_r^T + \alpha_{rms}^2 H_r a a^T H_r^T. \quad (33)$$

Note that, in the phase noise term in (32), the $s(n)$, $\alpha_r$, and $n_r(n)$ are of zero mean and independent of each other, and the EVM in (13) becomes

$$\text{EVM}^2 = E\left[ s(n)^T (H_d + \alpha_r H_r - I)^T (H_d + \alpha_r H_r - I) s(n) \right] + \alpha_{rms}^2 a^T H_r H_r^T a + c^T c + \frac{1}{4} N_0 B (l^2 + 1). \quad (34)$$

Since the phase noise is of zero mean and independent of the signal, substituting (31) in the first term in the right-hand side of (34) leads to the following expression:

$$E\left[ s(n)^T (H_d + \alpha_r H_r - I)^T (H_d + \alpha_r H_r - I) s(n) \right] = E\left[ s(n)^T (H_d - I)^T (H_d - I) s(n) \right] + E\left[ s(n)^T (\alpha_r H_r)^T (H_d - I) s(n) \right] + E\left[ s(n)^T (\alpha_r H_r - I)^T H_r s(n) \right] + E\left[ s(n)^T (\alpha_r^2 H_r^2) H_r s(n) \right] = E\left[ s(n)^T (H_d - I)^T (H_d - (\xi - \tau) I) s(n) \right] + E\left[ \alpha_r^2 E\left[ s(n)^T H_r^2 H_r s(n) \right] \right] = E_a \frac{R}{2} \left[ \text{Tr} \left( H_r^T H_r \right) - 2 \text{Tr} (H_d) + 2 \right] + E_a R \alpha_{rms}^2 \text{Tr} \left( H_r^2 H_r \right). \quad (35)$$

Therefore, the normalized EVM in (18) becomes that in (36), shown at the bottom of the page.

Comparing with (18), in the radical sign, $\text{Tr} (H_r^T H_d) / 2 - \text{Tr} (H_d) + 1$ represents the contribution of the phase and amplitude imbalances to the EVM and keeps the same form, $(l^2 + 1)/(4 E_a / N_0)$ represents the contribution of the channel noise and also keeps the form, $(\alpha_{rms}^2 H_r^T H_r a + c^T c) / P$ represents the contribution of the constant offsets, which is increased by a term related to phase noise, and a new component, i.e., $\alpha_{rms}^2 \text{Tr} (H_r^T H_r) / 2$, appears to represent the increased contribution from phase noise to the EVM.

**B. SER Calculation**

In the presence of phase noise, the expression of the error of the received signal becomes

$$r(n) = s(n) + e_s(n) + e_p(n) + e_n(n) \quad (37)$$

where $e_s(n)$ becomes $(H_d - I) s(n) + c$, and $e_p(n) = \Delta \alpha_r H_r (s(n) + a)$ represents the phase noise effect. Since both the channel noise and phase noise are Gaussian, the sum of them, i.e., $e(n) = e_p(n) + e_n(n)$, is still Gaussian. As shown in Fig. 5, unlike the channel noise $e_n(i)$, which is independent of the signal and has an identical pdf for different symbols, the phase noise term $e_p(i)$ is dependent on the signal. Thus, it has different pdf’s for different symbols. Therefore, giving a transmitted symbol, the conditional covariance matrix of $e_p(i) + e_n(i)$ is obtained as

$$C_{ee} / s(n) = E\left[ \alpha_r H_r (s(n) + a) (\alpha_r H_r (s(n) + a))^T \right] + C_{n,n} = \alpha_{rms}^2 H_r (s(n) + a) (s(n) + a)^T H_r^T + C_{n,n} \Delta \left[ \begin{array}{c} c_{11} \\ c_{12} \\ c_{12} \\ c_{22} \end{array} \right]. \quad (38)$$

$$\text{EVM}_{\text{normalized}} = \sqrt{\frac{1}{2} \text{Tr} \left( H_d^T H_d \right) - \text{Tr} (H_d) + 1 + \frac{\alpha_{rms}^2}{2} \text{Tr} (H_r^T H_r) + \frac{(l^2 + 1)}{4 E_a / N_0} + \frac{\alpha_{rms}^2 a^T H_r^2 H_r a + c^T c}{P}} \quad (36)$$
Then, the pdf of the received signal is expressed as

\[
f_{r(n)\mid s(n)}(x,y) = N_{2} \left( \tilde{r}_{x}(n), \tilde{r}_{y}(n), c_{11}, c_{22}, c_{12}/\sqrt{c_{11}c_{22}} \right).
\]

(39)

Following the similar approach used for (24), (25), and (28) in Section IV, the SER can be calculated in the presence of the phase noise as

\[
P_c = \frac{1}{N} \sum_{i=0}^{N-1} \left( 1 - \int_{D_i} f_{r(n)\mid s(n)=(\xi-\tau)}(x,y) dx dy \right).
\]

(40)

It should be noticed that the simplified approach in (27) is no longer valid. Although the aforementioned integral has been shown in the aforementioned sections and will not be presented in this paper.

VI. SIMULATIONS AND CALCULATIONS

In Section 5, the expressions of the EVM (36) and SER (40) are shown, which include all the parameters from the Tx phase and amplitude imbalance, the Tx offset, the Rx phase and amplitude imbalance, the Rx offset, the carrier synchronization phase offset, and the phase noise. A program to calculate the EVM and numerically calculate the SER is built. We also developed a Monte Carlo simulation program to provide the comparison and verification for the analytically calculated results. All results shown below are normalized to the signal power; thus, \( B = R = 1 \) and \( E_s = 1 \).

In the model used in this paper, many parameters are taken into account, including the transmitter amplitude imbalance \( k \), the phase imbalance \( \varphi \), the transmitter offset \( a \), the receiver amplitude imbalance \( l \), the phase imbalance \( \gamma \), the receiver offset \( b \), the phase difference \( \alpha_{\text{ds}} \), and the phase noise quantified by \( \alpha_{\text{rms}} \) and \( E_s/N_0 \). Each parameter affects the received signal differently. In Fig. 6, the simulated received signals with different imperfections are shown. Only four points in 64-QAM constellations are shown to clearly illustrate the result.

Figs. 7 and 8 demonstrate two typical situations for 16-QAM and 64-QAM, respectively. As shown in the figures, the results from the analytical calculation are well matched with the results from the Monte Carlo simulation. An observation of the received samples is that the constellation is distorted in a complicated way, which combines the shift, rotation, and shear transformation that come from the many effective parameters aforementioned. Furthermore, the shift and shape of the clouds of received samples are different for different transmitted constellation points. Intuitively, the points with a larger amplitude are affected more by imbalances and phase noise and thus contribute more to the average SER and EVM than the points closer to the origin.

Fig. 9 shows the EVM variation for 16-QAM with the transmitter gain and phase imbalance in the case without channel noise, phase noise, and receiver imbalances. Because of the symmetric characteristic between the transmitter imbalances and receiver imbalances in the channel matrix in (7), the EVM variation with the receiver gain and phase imbalance results in the identical figure. However, the presence of the channel noise will break the symmetry and make the receiver imbalances contribute a little more to the EVM than the transmitter imbalances. The EVM calculation in (18) and (36) also shows that the EVM is not related to the number of the modulation points \( N \). Thus, the EVM calculation will give same results for QPSK, 16-QAM, and 64-QAM.

Although the EVM calculation is not related to different modulations and gives the same result for different modulations, the SER calculation gives quite different results for different modulations. Because 64-QAM has much more points in constellation than QPSK, which means that the decision zones of 64-QAM are much smaller than those of QPSK, intuitively, if the same sample cloud is received for a certain
point, more samples drop out of the decision zone and yield more error symbols for 64-QAM. Therefore, the SER of 64-QAM is more sensitive to each imperfection.

Fig. 10 shows the SER variation with $E_s/N_0$ in which only the transmitter phase imbalance is considered. For an SER of $10^{-4}$, the $3^\circ$ phase imbalance yields about 3-dB degradation for 64-QAM and about 1-dB degradation for 16-QAM but yields ignorable degradation for QPSK. The figure also shows that if the phase imbalance is increased to certain value such as $44^\circ$ for QPSK, $15^\circ$ for 16-QAM, and $7^\circ$ for 64-QAM, the SER curve becomes almost flat in the low-$E_s/N_0$ area. Those angles agree with half of the smallest angle difference between the points with the same amplitude in each modulation scheme, i.e., $45^\circ$ for QPSK, $18.4^\circ$ for 16-QAM, and $8.1^\circ$ for 64-QAM. Several data points obtained from simulation are shown to verify the theoretical results.

Fig. 11 shows the SER variation with $E_s/N_0$ in which only the deterministic phase synchronization error $\alpha_d$ is considered. This figure gives curves similar to those in Fig. 10. However, the angle in the phase synchronization error degrades the SER a little bit more than the same angle in the transmitter phase imbalance.

Fig. 12 considers only the phase noise contribution. It shows that the phase noise degrades the SER more than the phase imbalance and the deterministic phase synchronization error. The curves also show the noise floors that are related not only to the variance $\alpha_{\text{rms}}$ but also to the different modulation schemes. For 64-QAM, a phase noise with $3^\circ$ variance will yield a noise floor above $10^{-3}$, which is unacceptable for most systems. Therefore, the phase noise is the primary design consideration among the parameters discussed in this paper for a system using 64-QAM. The last curve list in the legend is for 64-QAM.
Fig. 7. 16-QAM sample situation: \( k = 1.05 = 0.42 \) dB, \( \varphi = 5^\circ \), \( a = [0.06, 0]^T \), \( l = 1.05 = 0.42 \) dB, \( \gamma = 2^\circ \), \( b = [0, -0.05]^T \), \( \alpha_d = -3^\circ \), \( \alpha_{\text{rms}} = 3^\circ \), and \( N_0 = -15 \) dB with 1e5 symbols simulated.

Fig. 8. 64-QAM sample situation: \( k = 1.02 = 0.17 \) dB, \( \varphi = 2^\circ \), \( a = [0.03, 0]^T \), \( l = 0.97 = -0.26 \) dB, \( \gamma = -1^\circ \), \( b = [0, -0.02]^T \), \( \alpha_d = -1^\circ \), \( \alpha_{\text{rms}} = 2^\circ \), and \( N_0 = -20 \) dB with 1e5 symbols simulated.

with \( \alpha_{\text{rms}} = 0.5^\circ \), which is a typical phase noise come from a WLAN synthesizer [8]. The result shows that this phase noise degrades the system performance by less than 1 dB.

If more than one parameter is considered, the results will be much more complicated and can hardly be shown in one plot. For designing a real system, usually, a specific system performance is required, and under this system requirement, the contribution of each component in the system is investigated, and the link budget is calculated and distributed to each component. In Fig. 13, a simple example is shown for a system using 64-QAM and requiring an SER performance of \( 10^{-4} \), which is a typical requirement for a wireless communication system. The 3-D surface shows the minimum \( E_s/N_0 \) to achieve the SER requirement in the presence of phase noise and phase synchronization error.

In another case, for a WLAN system using 64-QAM, assuming that the channel noise can be neglected, that synchronization is ideal, and that the transmitter and the receiver have the same imbalances, the proposed theoretical model can be used to find the maximum tolerable phase and amplitude.
imbalance and LO phase noise for a typical system requirement of $\text{SER} = 10^{-4}$, as shown in Fig. 14. It should be pointed out that the Q-factor of on-chip resonators can greatly be improved with the advance of integrated microelectromechanical system technology [15], which will benefit the integrated RF filter and oscillator performance for wireless transceiver designs. Nevertheless, the methodology presented in this paper provides an efficient means and guideline for system and circuit designers to find a proper tradeoff between the imbalances and phase noise requirements for various wireless applications such as WiFi [13] and wireless sensor networks [16]–[18].

VII. CONCLUSION

In the paper, a theoretical analysis of the joint effects of the transmitter and receiver phase and amplitude imbalance, phase noise, and channel noise on $M$-QAM systems has been presented. An analytic expression for the EVM and an integral expression for the SER have been derived in (36) and (40), which provides an efficient means to specify the wireless system and block requirements considering the effects of those imperfections on the system performance. The analysis showed that 64-QAM is very sensitive to phase noise and other system imperfections. Therefore, the link budget should carefully be considered and distributed to each component for a 64-QAM system. The analytical results were also compared with time-consuming Monte Carlo simulation results and showed a good agreement. For a more complete system analysis, the non-linearity from the RF amplifier and the multipath fading channel should be considered.
APPENDIX

Channel Noise Covariance Matrix

Assuming an ideal LPF that has a pass bandwidth of $B$ and the impulse response of $h(t)$, the received noise in two channels can then be expressed as

$$n_i(t) = l \left[ n(t) \cos(\omega t + \alpha) \right] \otimes h(t)$$

$$n_q(t) = \int_{-\infty}^{\infty} n(t - \tau) \cos(\omega t - \omega \tau + \alpha) h(\tau) d\tau$$

where $n(t) = [n_i(t), n_q(t)]^T$, $\otimes$ denotes convolution, $n(t)$ is the white Gaussian noise in the channel that has a double-side PSD of $N_0/2$. Then, each element in the covariance matrix is obtained as follows:

$$E[n_i^2(t)] = l^2 E \left[ \int_{-\infty}^{\infty} n(t - \tau) \cos(\omega t - \omega \tau + \alpha) h(\tau) d\tau \right]$$

$$\times \int_{-\infty}^{\infty} n(t - \tau) \cos(\omega t - \omega \tau + \alpha) h(\tau) d\tau$$

$$= l^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} \sin(2\omega t - 2\omega \tau + 2\alpha) h^2(\tau) d\tau$$

$$= l^2 \frac{N_0}{2} \int_{-\infty}^{\infty} \frac{1}{2} \sin(2\omega t - 2\omega \tau + 2\alpha) h^2(\tau) d\tau$$

$$= l^2 \frac{N_0}{4} \int_{-\infty}^{\infty} h^2(\tau) d\tau + A^2 l^2 \frac{N_0}{2} \int_{-\infty}^{\infty} \frac{1}{2} \sin(2\omega t - 2\omega \tau + 2\alpha) h^2(\tau) d\tau$$

$$= l^2 N_0 B / 4.$$  (47)

From the Plancherel’s theorem

$$\int_{-\infty}^{\infty} h^2(\tau) d\tau = \int_{-\infty}^{\infty} |H(f)|^2 \frac{df}{f} = B$$

$$H(f) = \begin{cases} 1, & |f| < B/2 \\ 0, & \text{otherwise} \end{cases}$$  (48)

where $H(f)$ is the frequency response of the ideal LPF. Furthermore, assuming that the carrier frequency is much larger than the passband of the LPF $\omega \gg \pi B$, the integral $\int_{-\infty}^{\infty} \cos(2\omega t - 2\omega \tau + 2\alpha) h^2(\tau) d\tau$ is approximately equal to zero.

Similarly,

$$E[n_i^2(t)] = E \left[ \int_{-\infty}^{\infty} n(t - \tau) \sin(\omega t - \omega \tau + \alpha + \gamma) h(\tau) d\tau \right]$$

$$+ \int_{-\infty}^{\infty} n(t - \tau) \sin(\omega t - \omega \tau + \alpha + \gamma) h(\tau) d\tau$$

$$= N_0 B / 4.$$  (49)

From (47), (49), and (50), the covariance matrix is expressed as

$$C_{n_i, n_q} = \begin{bmatrix} l^2 \sin(\gamma) & l \sin(\gamma) \\ l \sin(\gamma) & 1 \end{bmatrix}.$$  (51)
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