Testing Linear and Non-Linear Analog Circuits using Moment Generating Functions
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Abstract—Circuit under test (CUT) is treated as a transformation on the probability density function of its input excitation, which is a continuous random variable (RV) of gaussian probability distribution. Probability moments of the output, which is now the transformed RV, is used as a metric for testing catastrophic and parametric faults in circuit components that make up the CUT. Use of probability moments as circuit test metric with white noise excitation as input addresses three important problems faced in analog circuit test, namely: 1) Reduces complexity of input signal design, 2) Increases resolution of fault detection, and 3) Reduces production test cost as it has no area overhead and marginally reduces test time. We develop the theory, test procedure and report SPICE simulation results of the proposed scheme on a benchmark elliptic filter. With the proposed scheme, we are able to detect all catastrophic faults and single parametric faults that are off from their nominal value by just over 10%. Method reported in this paper paves way for future research in circuit diagnosis, leveraging moments of the output to diagnose parametric faults in analog circuits.

I. INTRODUCTION

Defects in analog integrated circuits can be primarily categorized into two important categories, namely: Catastrophic faults (open or short of components) and parametric faults (fractional deviation of circuit components from their nominal value). While extensive literature [1], [2], [3], [4], [5], [6], [7], [8] exists on test schemes detecting catastrophic (open/short) faults, parametric faults have not met the same success [9], [10], [11], [12]. The main reason for this disparity in test schemes is that catastrophic faults tend to upset the supply current drawn by the circuit or the output voltage by a reasonably large factor and any test scheme that is based on this observation can quite conveniently uncover catastrophic faults. However, parametric faults, when they occur have little impact on supply current and they are easily masked by measurement noise or general insensitivity of output to circuit parameter if they are not tested by careful input signal design targeting their excitation [13]. Different methods have been proposed to test parametric faults in analog circuits including the use of neural networks [14], [15], [16], [17], [18], spectral methods [19], [20], transfer function coefficient based test [21] and more recently the polynomial coefficient based test [22], [23]. As observed earlier, IDDQ test needs sizable deviation of circuit component from its nominal value to be useful. Other test methods require extra die area for testing or call for specific input signal excitation and increased test time (as is the case in neural networks based test methods). While these problems are addressed in polynomial based test [23], it is still in its early stages and the correct choice of order and frequency of test points are critical for good fault coverage. This calls for a scheme, should it be used at production, that has little additional hardware cost on die, reduced test application time and minimized complexity of input signal design.

If we have to reduce the input signal design complexity, we ask ourselves, ‘What is the easiest available signal that needs little or no design effort?’ This is without doubt, white noise which is available as random voltage fluctuations across a resistor due to thermally agitated electrons. Power spectral density of this white noise is given by $S_N(f) = 4kTRN^2/Hz$. Previously [24], [25] white noise has been used as an excitation signal for testing circuits, and the output fourier spectrum is used for ensuring the circuit conforms to specification. However, in this work to leverage a random signal like white noise which is characterized only by its statistics such as mean, variance, third and higher order moments, we compute the moments at the output to be able to derive information on deviation in circuit parameters. We use the fact from circuit theory that a circuit can be considered a communication channel [26], [27], [28] and treat it as a probability density transformation function. The output, which is now the transformed RV has its signature moments that are used for testing the CUT for both catastrophic and parametric faults. We show in this paper that probability moments can be made exponentially sensitive to circuit parameters (as also reported in [29]), so that parametric faults of 10% and over result in sufficient excursions of the output probability moments to uncover these faults. In the sequel, we describe our scheme on a cascaded amplifier and a low pass filter. We then evaluate the performance of probability moments in conjunction with an exponential RV transformation to enhance sensitivity for fault detection on a benchmark elliptic filter.

The paper is organized as follows: Section II develops the background on moment theory, random variable transformation and defines minimum size detectable fault. The problem at hand and our approach is described with examples in section III. In section IV, generalize the described scheme to
arbitrarily large circuits. We report the experimental results on benchmark elliptic filter in section V. We conclude in section VI.

II. BACKGROUND

We first review moment theory for characterizing any Random Variable (RV). Next we motivate a discussion on transformation of RV to increase the sensitivity of generated moments to circuit parameters.

A. Moment Generating Functions

The \( j^{\text{th}} \) moment \( \forall j = 2 \cdots N \) of a continuous time RV \( X(t) \), sampled at time instants \( t = kT \), and denoted by \( X_k \) where \( k = 0, 1 \cdots \infty \) is given by

\[
\mu_j = \sum_{k=0}^{\infty} (X_k - \mu_1)^j p(X_k)
\]

(1)

Moment generating function \( M(s) \) of such a discrete RV \( X_k \), serves as a convenient expression from which different orders of moments \( \mu_j \) may be computed using the following relation:

\[
\mu_j = \left. \frac{d^j M(s)}{ds^j} \right|_{s=0}
\]

(2)

where \( M(s) \) is given by

\[
M(s) = E(e^{sX_k}) = \sum_{k=0}^{\infty} e^{sX_k} p(X_k)
\]

(3)

B. Random Variable Transformation

RV transformations [30] are routinely used to change the probability density functions of the RV to a desired form so that one or more objectives can be met. In the analog circuit test context, if the circuit output with noise as input excitation is to be used as a metric for detecting parametric faults, we look for a transformation that –

1) Increases the sensitivity of output function for small changes in the input.
2) Increases absolute value of first and higher order moments of the output.

Let \( X \) be a RV whose domain is \( \mathbb{R} \). We define a transformation \( f(X) \) mapping \( X \) from \( \mathbb{R} \) \( \mapsto \mathbb{R} \) as follows:

\[
f(X) = Xe^{aX - \frac{\alpha}{\beta}}
\]

(4)

where \( \alpha, \beta \geq 0 \) are parameters of the transformation. It can be shown that transformation \( f(X) \) always gives second and higher order moments which are such that

\[
\log_e |\mu_j|_{f(X)} \geq \log_e |\mu_j|_{f(X)} \forall j = 2, 3, \cdots N
\]

We plot the first six moments of the transformed RV, with \( \alpha = .01, \beta = .001 \) against standard deviation of input RV in figure 1, which shows that the moments of the transformed RV is always greater than that of the RV without transformation. At a few input standard deviations, transformed RV can have significantly higher moments compared to moments without transformation (Notice that the Y-axis in the plots are in the logarithmic scale). This makes the transformation defined in equation 4 very amenable for use as a post processing RV transformation at the output of the CUT. Even for small changes in the input, the resulting moments can be significantly different. The sensitivity of the transformed RV to the input RV is given by

\[
S_X^f = \frac{X}{\frac{\partial f}{\partial X}} = 1 + \alpha X + \frac{\beta}{X}
\]

(5)

By the appropriate choice of \( \alpha \) and \( \beta \), we can increase the sensitivity of \( f(X) \) for both small and large variations of \( X \).

C. Minimum Size Detectable fault

Definition: Minimum size detectable fault (MSDF), \( \rho \), of a circuit parameter is defined as the minimum fractional deviation of the circuit parameter from its nominal value for it to be detectable with all the other circuit parameters held at their nominal values. The fractional deviation can be positive or negative and is named upside-MSDF (UMSDF) or downside-MSDF (DMSDF) accordingly. This definition of minimum size detectable fault is general, regardless of the test technique used to uncover faults. In the context of the test technique described in this paper, we define MSDF based on moments of the probability density function of the circuit output. If \( p_i \forall i = 1 \cdot \cdots K \) represents the nominal value of \( i^{th} \) circuit
parameter $\forall i = 1 \cdots K$ with a fault free tolerance range of $p_i (1 \pm \gamma)$, and $\overline{p_i}/\gamma = 1 \cdots N$ are the $N$ fault-free probability moments of the circuit output, then the UMSDF(DMSDF), $\overline{p_i}$ ($\tilde{p}_i$) of circuit parameter $p_i$ is given by the minimum value of $x$, such that $p_i (1 \pm x)$ puts at least one of the moments $\overline{p_i}/\gamma = 1 \cdots N$ outside the fault free hyper-concentric sphere defined by $|\overline{p_i}/\gamma - \tilde{p}_i| \leq \mu_0$. $\mu_0$ is the permitted deviation in moments when the circuit parameters are allowed excursions within their tolerance range $\gamma$.

### III. Problem and Approach

We shall first illustrate with an example the calculation of limits of the probability moments of a first order low pass filter. We shall follow this up with calculation of MSDF values of the circuit parameters. Our next example is a two stage cascaded amplifier. We shall follow this up with calculation of MSDF values of the circuit output, then the UMSDF(DMSDF), $\overline{p_i}$ ($\tilde{p}_i$) of circuit parameter $p_i$ is given by the minimum value of $x$, such that $p_i (1 \pm x)$ puts at least one of the moments $\overline{p_i}/\gamma = 1 \cdots N$ outside the fault free hyper-concentric sphere defined by $|\overline{p_i}/\gamma - \tilde{p}_i| \leq \mu_0$. $\mu_0$ is the permitted deviation in moments when the circuit parameters are allowed excursions within their tolerance range $\gamma$.

#### Example 1

First order RC filter: With white noise as the input, the discrete values are sampled Gaussian RV of zero mean and variance, $\sigma_{in}^2 = \frac{N_0}{2}$. The fault-free filtered response has a variance (also the second order moment) $\overline{p_2} = \frac{N_0}{2RC}$. Details of this calculation are shown in the appendix. However, if there is a parametric fault of size $x$ in the circuit parameter $R$, then the new output variance is given by $\mu_2 = \frac{N_0}{2(1+x)^2}$. If the circuit specifications can tolerate a moment deviation of $\mu_0$, then the MSDF of $R$ is given by the minimum value of $x$ that violates $\overline{p_2} - \mu_2 \leq \mu_0$. For the example in question, since we consider only the second order moment, the MSDF in $R$, denoted by $\rho_R$ is given by

$$\rho_R = \frac{4\mu_0 CR}{N_0 \pi - 4\mu_0 CR} \quad (6)$$

Similarly MSDF of capacitor $C$, $\rho_C$ can be found and by symmetry it is equal to $\rho_R$.

#### Example 2

Two stage amplifier: Consider the cascaded amplifier shown in Figure 2. The output voltage $V_{out}$ in terms of input voltage results in a fourth degree polynomial:

$$v_{out} = a_0 + a_1 v_{in} + a_2 v_{in}^2 + a_3 v_{in}^3 + a_4 v_{in}^4 \quad (7)$$

where constants $a_0, a_1, a_2, a_4$ are defined symbolically in (8) for transistors M1 and M2 operating in the saturation region.

#### Table I

<table>
<thead>
<tr>
<th>Circuit parameter</th>
<th>%upside MSDF</th>
<th>%downside MSDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor R1</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Resistor R2</td>
<td>10.5</td>
<td>7.5</td>
</tr>
</tbody>
</table>

$$a_0 (R_1, R_2) = V_{DD} - R_2 K \left(\frac{W}{L}\right)_2 \left\{ \frac{(V_{DD} - V_T)^2}{R_1^2 K^2 \left(\frac{W}{L}\right)_1^2 V_T^2} + \frac{2(V_{DD} - V_T) R_1 K \left(\frac{W}{L}\right)_1}{V_T} \right\}$$

Similarly MSDF for capacitor $C$, $\rho_C$ can be found and by symmetry it is equal to $\rho_R$.

To find MSDF in $R_1$, let us assume we have a fractional deviation $x$ in $R_1$ and the other circuit parameters are at their fault free values. If $\mu_0$ is the tolerable fractional deviation in the first order moment at the output, the minimum value of $x$ that satisfies inequality in equation (11) is the MSDF of parameter $R_1$.

$$\rho_{R_1} = \frac{\mu_0}{a_0 + a_1 \mu_{1,in} + a_2 \mu_{2,in} + a_3 \mu_{3,in} + a_4 \mu_{4,in}} \quad (12)$$

Similarly MSDF of $R_2$ can be evaluated.

Table I gives the MSDF for $R_1$ and $R_2$ based on the above calculation. Nominal values of $V_{DD} = 1.2V$, $V_T = 400mV$, $\left(\frac{W}{L}\right)_1 = \frac{1}{2} (\frac{W}{L})_2 = 20$, and $K = 100\mu A/V^2$ are used for this example.
IV. GENERALIZATION

The computation of MSDF shown in the previous section is too complex for arbitrarily large circuits. In a practical setting, as shown in figure 3, a complex circuit having more than 20 components, the input noise voltage (derived from a resistor maintained at desired temperature) is applied to the circuit. The output obtained from this circuit is passed through a suitable RV transformation function like the one given in equation 4. Probability density function (PDF) of the output of this RV transformation is estimated using the histogram spread of the output voltage values. Next, \( N \)th order moments (orders up to \( N=6 \) are sufficient for most analog circuits having component count of \( \leq 40 \)) are found using the moment generating function defined in equation 3. The \( j \)th derivatives w.r.t. \( s \) required for \( j \)th order moments are found as finite differences about \( s=0 \). Once the fault free values of all \( N \) moments are available, single parametric faults are injected into the circuit and the corresponding deviation in one or more moments are noted. Based on the moment deviations that can be tolerated, the fault size injected is steadily increased. The minimum fault size of any circuit parameter that causes at least one of the moments to just fall outside of its tolerance band (also called the fault-free hypersphere) gives the MSDF of that circuit parameter. Flowchart I in Figure 4 summarizes the process of numerically finding the V-transform coefficients and their bounds. Flowchart II in Figure 4 outlines a procedure to test CUT using the PDF moments. The bounds on moments of fault free circuit are found a priori as shown in Flowchart I of Figure 4.

V. SIMULATION RESULTS

We simulated an elliptic filter shown in Figure 5 based on the test scheme discussed in figure 4. The circuit parameter values are as in the benchmark circuit maintained by Stroud et al. [31]. Thermal noise from resistor of values \( R = 40 \Omega, 60 \Omega, 80 \Omega, 100 \Omega \) was used at \( T = 300K \). Figure 6 shows the transient response of the elliptic filter for the Gaussian noise input of four different variances corresponding to the four different resistance values used for noise generation at the input. Figure 7 shows the transformed RV with the RV transformation given by equation 4 with parameters \( \alpha = \beta = 1 \). Notice that post transformation the signal levels are significantly better resolved as compared to that without RV. The six fault free moments of the elliptic filter before transformation are \( \mu_1 = 4.53453, \mu_2 = 0.03234, \mu_3 = 0.02345, \mu_4 = 0.01125, \mu_5 = 0.009325, \mu_6 = 0.00623125 \). After RV transformation, the fault free moments are given by \( \bar{\mu}_1 = 338.6453, \bar{\mu}_2 = 1.8234, \bar{\mu}_3 = 0.9254, \bar{\mu}_4 = 0.8812, \bar{\mu}_5 = 0.6365, \bar{\mu}_6 = 0.1638125 \).

The combinations of parameter values leading to limits on the coefficients are as shown in Tables II and III. Results on pass/fail detectability of few injected faults are tabulated in Table IV.

VI. CONCLUSION

A new approach for test and diagnosis of non-linear circuits based on probability density moments of the output was presented. We also showed the effective use of RV transformation
to sensitize the output moments to circuit parameters. The minimum sizes of detectable faults in some of the circuit parameters are as low as 10% for an elliptic filter, which implies impressive fault coverage can be achieved with moments as a test metric. Further, the prudent choice of RV transformations can enhance the fault detection resolution. Our future work will attempt fault diagnosis using moments where the input statistics can be sampled from different commonly available distributions and the output response for these different input statistics can be used to obtain a fault dictionary for single parametric faults.

APPENDIX

OUTPUT VARIANCE OF RC FILTER

We use the frequency domain approach to find the transformed RV for a gaussian noise input excitation of a first order RC filter shown in figure 8. The transfer function of the first order

RC filter is given by

$$H(s) = \frac{V_o(s)}{V_i(s)} = \frac{1}{sRC + 1} \implies |H(j\omega)|^2 = \frac{1}{(\omega RC)^2 + 1} \tag{13}$$

With white noise as the input, the discrete values are sampled Gaussian RV of zero mean and variance $= \frac{\sigma_e^2}{2}$. The output of this filter which is the filtered response is given by $V_o$ and its frequency domain expression is given by

$$|V_o(j\omega)|^2 = \frac{1}{(\omega RC)^2 + 1} |V_i(j\omega)|^2 \tag{14}$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Circuit</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\mu_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>19.6k</td>
<td>19.6k</td>
<td>18.62k</td>
<td>19.6k</td>
<td>19.6k</td>
<td>19.6k</td>
<td>20.58k</td>
</tr>
<tr>
<td>$R_2$</td>
<td>196k</td>
<td>205.8k</td>
<td>205.8k</td>
<td>205.8k</td>
<td>196k</td>
<td>186.2k</td>
<td>186.2k</td>
</tr>
<tr>
<td>$C_1$</td>
<td>147k</td>
<td>154.35k</td>
<td>154.35k</td>
<td>139.65k</td>
<td>154.35k</td>
<td>154.35k</td>
<td>154.35k</td>
</tr>
<tr>
<td>$K_1$</td>
<td>1k</td>
<td>1k</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
</tr>
<tr>
<td>$K_2$</td>
<td>1k</td>
<td>1k</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
</tr>
<tr>
<td>$K_3$</td>
<td>1k</td>
<td>1k</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
</tr>
<tr>
<td>$K_4$</td>
<td>1.5k</td>
<td>1.5k</td>
<td>75.075</td>
<td>75.075</td>
<td>75.075</td>
<td>75.075</td>
<td>75.075</td>
</tr>
<tr>
<td>$K_5$</td>
<td>1k</td>
<td>1k</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
<td>950</td>
<td>1050</td>
</tr>
</tbody>
</table>

**TABLE II**

PARAMETER COMBINATIONS LEADING TO MAXIMUM VALUES OF MOMENTS WITH DEVICE TOLERANCE $\gamma = 0.05$.

**TABLE III**

PARAMETER COMBINATIONS LEADING TO MINIMUM VALUES OF MOMENTS WITH DEVICE TOLERANCE $\gamma = 0.05$.
To compute the effective second order moment we integrate this output over all frequencies, i.e., $\omega = (0, \infty)$.

$$PR = \int_{0}^{\infty} \frac{d\omega}{(\omega R C)^2 + 1} \frac{N_o}{2} = \frac{1}{RC} \frac{N_o}{2} \arctan(\omega R C)_{\infty}^{0} \quad (15)$$

$$PR = \frac{N_o \pi}{4RC} \quad (16)$$

**REFERENCES**
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**TABLE IV**

**RESULTS FOR SOME INJECTED FAULTS.**

<table>
<thead>
<tr>
<th>Circuit Parameter</th>
<th>Out of bound moment</th>
<th>Fault detected?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$ down 12%</td>
<td>$\mu_1$, $\mu_2$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_2$ down 10%</td>
<td>$\mu_4$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_3$ up 12%</td>
<td>$\mu_1$, $\mu_2$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_4$ down 10%</td>
<td>$\mu_2$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_5$ up 10%</td>
<td>$\mu_4$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_6$ up 15%</td>
<td>$\mu_1$, $\mu_6$</td>
<td>Yes</td>
</tr>
<tr>
<td>$R_{12}$ down 15%</td>
<td>$\mu_2$, $\mu_6$</td>
<td>Yes</td>
</tr>
<tr>
<td>$C_1$ up 11%</td>
<td>$\mu_1$, $\mu_2$</td>
<td>Yes</td>
</tr>
<tr>
<td>$C_4$ up 12%</td>
<td>$\mu_4$</td>
<td>Yes</td>
</tr>
<tr>
<td>$C_5$ down 15%</td>
<td>$\mu_1$, $\mu_6$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

---

Fig. 8. 1 order RC filter.
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