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Abstract—An optimization algorithm is presented which effectively combines the desirable characteristics of both gradient descent and evolutionary computation into a single robust algorithm. The method uses a population-based gradient approximation which allows it to recognize surface behavior on both large and small scales. By adjusting the population radius between iterations, the algorithm is able to escape local minima by shifting its focus onto global trends rather than local behavior. The algorithm is compared experimentally with existing methods over a set of relevant test cases, and each method is ranked on the basis of both reliability and rate of convergence. For each case, the algorithm is shown to outperform other methods in terms of both measures of performance, truly making it the best of both worlds.

Index Terms—Evolutionary algorithms, gradient descent, optimization.

I. INTRODUCTION

O PTIMIZATION algorithms usually come in one of two flavors, generally referred to as gradient descent and evolutionary computation. To put it plainly, a method is either fast or powerful. Although this distinction is not necessarily valid for every case, it is still a widely accepted generalization. Each method has its own niche, and comparison of any two methods is highly subjective on the basis of application. Still, the use of optimization algorithms continues to see rapid growth in a number of diverse fields ranging from robotics [1] and computational intelligence [2]–[5] to wireless transmission [6], [7] and digital filter design [8], [9]. With this continued increase in interest and application, the demand for a newer and more versatile approach has become evident. While attempts have been made at bringing the two sides together [10]–[12], it is the purpose of this paper to help further this cause, with the ultimate goal being a single robust algorithm which encompasses the strengths of both methods, making itself useful over a wider range of problems.

The content herein is the continuation of work previously published in [13]. Since its original publication, the method has been seeing a series of drastic changes and improvements, which are the subject of this paper. While the content presented is complete, and should not require any supplemental reading, the work presented in [13] may still be of interest to the reader. Although the method has changed significantly, the underlying principles are still the same.

The remainder of this paper is organized as follows. Section II presents an overview of the proposed method using a simple illustration. Section III contains a technical explanation which includes the details of the algorithm’s operation. In Section IV, a set of test functions is presented, and the relevance of each function is discussed. A comparative analysis of the algorithm’s performance is presented in Section V. This paper concludes with a short summary in Section VI.

II. BIGGER PICTURE

Gradient methods are often compared to a ball rolling along some surface. Neglecting momentum and assuming that the ball is infinitely small, it will follow the path of steepest descent exactly. This is a powerful illustration which, consequently, also highlights the method’s fundamental flaws. With little effort, one can visualize any number of surfaces on which the ball might become permanently trapped before ever reaching its desired destination. Take, for example, a flight of stairs as in Fig. 1. Even though the behavior of the surface is relatively simple, it is clear that no matter where the ball is placed, it will never find its way to the foot of the stairs. Although the staircase clearly exhibits a global trend which may be determined with only a limited amount of information, the ball is still incapable of proceeding. The advantage of this illustration is that it makes the solution blatantly obvious: Use a bigger ball. Although changing the size of the ball would not change the gradient of the surface, it will make the ball more sensitive to the large-scale behavior, allowing it to successfully descend the stairs. After all, all of the relevant information for descending a staircase can be found at the corners of the individual steps. While steps may be an essential part of a staircase, from the perspective of minimization, they are nothing more than noise. Furthermore, by actively allowing the ball to expand and contract as it descends, it is possible to navigate on as large or small a scale as necessary. This is the basic principle by which the proposed method operates.

III. PROPOSED METHOD

The key feature of the proposed method is the way in which the gradient is approximated. During each iteration, the
Algorithm generates a “population” of points within a spherically bounded region. A portion of the generated set lies on the perimeter of the bounded region, and it is these members of the population which are used in the approximation of the gradient. Next, an additional point is generated in the direction of the approximated gradient and is added to the current population. Finally, the fittest member of the population is compared to the current best solution, and the population’s center and radius are updated accordingly. The basic flow of the algorithm is shown in Fig. 2.

A. Approximating the Gradient

As previously noted, the gradient approximation is the defining feature of the proposed method. The generalized process for computing it is presented in the following in a step-by-step manner.

Let \( x_0 \in \mathbb{R}^n \) be the center of a population \( P \) with radius \( r \), and let \( y_0 = f(x_0) \) be the value of the objective function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) at \( x_0 \).

1) First, generate a set of \( n \) random vectors \( \{\Delta x_1, \Delta x_2, \ldots, \Delta x_n\} \), each of length \( r \), and define an \( n \times n \) matrix

\[
\Delta X = \begin{bmatrix} \Delta x_1 \\ \vdots \\ \Delta x_n \end{bmatrix}.
\]

2) Now, let \( x_i = \Delta x_i + x_0 \), and define the vector \( y = [y_1, \ldots, y_n]^T \), where

\[
y_i = f(x_i)
\]

for \( i = 1, \ldots, n \). It should be clear from (1) that each value \( y_i \) corresponds to the value of the objective function at the randomly generated point \( x_i \), which lies on the perimeter of the population.

3) Finally, compute the gradient approximation using

\[
\nabla f = \Delta X^{-1} \cdot (y - y_0).
\]

It may appear, and understandably so, that a significant leap has been made between steps 2) and 3). Therefore, for the sake of clarity, a short derivation of (2) is included.

Let \( f \) be an \( n \)-dimensional scalar function. A linear approximation of \( f \) with respect to some point \( x_0 = (x_{01}, x_{02}, \ldots, x_{0n}) \) may be found using the first two terms of the Taylor series expansion

\[
f(x) \approx f(x_0) + \frac{\partial f}{\partial x_1} \cdot \Delta x_1 + \frac{\partial f}{\partial x_2} \cdot \Delta x_2 + \cdots + \frac{\partial f}{\partial x_n} \cdot \Delta x_n
\]

\[
= f(x_0) + \nabla f|_{x_0} \cdot \Delta x.
\]

Solving this equation for the gradient yields

\[
\nabla f|_{x_0} \approx \frac{\Delta f}{\Delta x} = \frac{f(x) - f(x_0)}{x - x_0}.
\]

By generating a point \( x \) in the vicinity of \( x_0 \), it is possible to obtain a numerical approximation of \( \nabla f|_{x_0} \) using (4). However, for \( n > 1 \), (4) is an invalid expression because it implies that \( \Delta x \) is a vector and therefore has no inverse. Thus, in order to generalize (4), \( f \) is evaluated for a set of \( n \) linearly independent points, allowing \( \Delta x \) and \( \Delta f \) to be replaced by the \( n \times n \) matrix \( \Delta X \) and the \( n \times 1 \) vector of corresponding function values \( \Delta f \). This leads to the generalized form

\[
\nabla f_{n \times 1} \approx \begin{bmatrix} \Delta x_{11} & \cdots & \Delta x_{1n} \\ \vdots & \ddots & \vdots \\ \Delta x_{n1} & \cdots & \Delta x_{nn} \end{bmatrix}^{-1} \begin{bmatrix} f(x_1) - f(x_0) \\ \vdots \\ f(x_n) - f(x_0) \end{bmatrix}
\]

\[
\approx \Delta X^{-1} \cdot \Delta f
\]

which is equivalent to (2).
B. Modified LM Update Rule

Once the gradient is computed, an additional point \( x_{n+1} \) is generated in the direction of the approximation. The proposed method uses a modified version of the Levenberg–Marquardt (LM) algorithm [14] update rule for this purpose. For a scalar-valued function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), the LM update rule may be written as

\[
 x_{n+1}^{(k)} = x_n^{(k)} - (\nabla f \cdot \nabla f^T + \mu I)^{-1} \nabla f \cdot y_0^{(k)} \quad (6)
\]

where \( k \) is the current iteration and \( \mu \) acts as a damping factor which reduces oscillation by actively controlling the step size. One who is familiar with the LM algorithm may notice that the Jacobian has been replaced by the gradient in (6). This is because the Jacobian is defined as the matrix of all first-order partial derivatives of a vector-valued function. Thus, for a scalar-valued function, the Jacobian is, by definition, the transpose of the gradient. Although the proposed method may be extended to handle vector-valued functions, the version presented here is intended for use with scalar-valued problems. Thus, the Jacobian is replaced by the gradient. This is not the only modification. For the proposed implementation, the rule is also modified to account for the population radius \( r \). This is done by adding a term which ensures that the length of the update step will not be smaller than the population radius \( r \). This modification is needed to ensure that when the algorithm encounters local minima, the step size will exceed the radius of the current population, thus providing greater diversity. The modified version of the rule is written as

\[
 x_{n+1}^{(k+1)} = x_n^{(k)} - (\nabla f \cdot \nabla f^T + \mu I)^{-1} \nabla f \cdot y_0^{(k)} + \frac{\nabla f}{\|\nabla f\|} \cdot r^{(k)}. \quad (7)
\]

The added term in (7) is simply a vector of length \( r \) in the direction of \( \nabla f \).

It is important to note that the algorithm presented here, using the modified version of the LM update rule, is but one of many possible implementations. In other words, the shaded box in Fig. 2 may be replaced with any number of existing gradient methods without compromising the underlying principles. The only requirement is that the gradient be calculated in the previously described fashion. In fact, the proposed method was specifically designed with this sort of flexibility in mind. Therefore, the update rule may be readily exchanged with another second-order method such as the BFGS method [15] or the closely related Davidon–Fletcher–Powell algorithm, which has even been shown to outperform LM in certain applications [16].

C. Assembling the Population

The population \( P \) is generated in two parts with a combined size of \( \lambda \). The primary population

\[
 A = \{x_1, \ldots, x_{n+1}\} \quad (8)
\]

is created in the two previous steps, and is of size \( n+1 \), whereas the secondary population

\[
 B = \{x_{n+2}, \ldots, x_\lambda\} \quad (9)
\]

consists of a set of \( m \) points which are randomly distributed within the region defined \( x_0 \) and \( r \). Here, the value of \( m \) is a user-defined parameter and may be assigned any nonnegative integer value including zero. This leads to the following definitions for \( P \) and \( \lambda \):

\[
 P = \{x_1, \ldots, x_{n+1}, x_{n+2}, \ldots, x_\lambda\} = A \cup B \quad (10)
\]

\[
 \lambda = n + 1 + m. \quad (11)
\]

While the inclusion of \( A \) in \( P \) can provide a noticeable increase in the rate of convergence when applied to relatively complex optimization surfaces, in general, it is sufficient to let \( m = 0 \).

D. Selection Process

Once the \( P \) has been constructed according to (10), its members are ranked with respect to fitness. Next, the fittest member \( x_{opt} \in P \) is chosen, and the following condition, also shown in Fig. 2, is evaluated:

\[
 \text{IF} \ f(x_{opt}) < f_{\text{Tol}} \ 
 \text{THEN} \ 
 \text{Terminate algorithm.}
\]

\[
 \text{ELSE IF} \ f(x_{opt}) \geq f(x_0) \ 
 \text{THEN} \ 
 \text{Adjust population radius} \ r.
\]

\[
 \text{ELSE} \ 
 x_0 = x_{opt}.
\]

\[
 \text{END IF}
\]

where \( f_{\text{Tol}} \) is the maximum acceptable value for the objective. Updating in this way essentially recycles the information used in the approximation of the gradient, which would otherwise be thrown away. This process also helps to guarantee the algorithm’s stability because it is equivalent to running two methods in parallel. That is, if the generated step does not result in a lower value of the objective, the method will resort to selecting the best of the points used in the gradient approximation. In this way, it is still possible for the method to proceed. Furthermore, because the current best solution is included in the selection process, it is guaranteed that the value of the objective will not increase from one iteration to the next. Therefore, while the instability of the update rule may affect the algorithm’s convergence, the algorithm itself will remain stable as a result of selection.

E. Adjustment of the Population Radius

Any number of radius update rules may be devised; however, the version presented here is perhaps the simplest. The method uses a fixed step size \( \Delta \) to modify the radius over a bounded user-defined interval \([r_{\text{min}}, r_{\text{max}}]\), and is subject to the following conditions:

\[
 \text{IF} \ r \geq r_{\text{max}} \ 
 \text{THEN} \ 
 r^{(k+1)} = r^{(k)} + \Delta
\]

\[
 \text{ELSE} \ 
 r^{(k+1)} = r_{\text{min}}
\]

\[
 \text{END IF}
\]

where \( k \) is the number of the current iteration. Although this method is simple, it proves to be adequate. The two features
which make the method so basic are the use of a resetting value of \( r \), and a constant step size \( \Delta \). The constant step size serves the purpose of increasing the population radius when the algorithm encounters local minima, whereas the increase in \( r \) causes the gradient approximation to become less sensitive to local behavior, thereby allowing it to escape the traps introduced by complex local behaviors. Conversely, if greater accuracy of approximation becomes necessary for local search, the algorithm is still able to proceed once \( r \) is reset.

IV. TEST FUNCTIONS

Four unique functions were used for testing. Each function exhibits features deemed relevant for the purpose of comparison. All four functions are presented in generalized form, with \( n \) being the dimension of the search space.

A. Test Function 1

\[
T_1(x) = \sum_{i=1}^{n} \left( \frac{x_i}{4} \right)^4, \quad x_i \in [-10, 10].
\]

The first test function, \( T_1 \), has a simple convex continuous parabolic surface with a minimum of \( T_1(x) = 0 \) located at the origin. The function is used for two primary purposes. First, it offers a fair comparison of the proposed method with some of the more common gradient methods. Second, it highlights the strengths of such methods, which are superior to evolutionary methods when applied to problems of this type. Also, because the function is fourth order, it will highlight the difference between algorithms of higher and lower orders.

B. Test Function 2

\[
T_2(x) = \sum_{i=1}^{n} \left( \frac{|x_i|}{4} \right)^4, \quad x_i \in [-10, 10].
\]

The second test function, inspired by the illustration in Section II, is of an identical form to that of \( T_1 \), except that the variables have been floored in order to make it piecewise constant. \( T_2 \) has a minimum value of zero for all \( x = [x_1, \ldots, x_n] \) which satisfy \( x_i \in [0, 1) \) for \( i = 1, \ldots, n \). The features of this function are useful for testing the hypothesis made in Section II. If the proposed method operates as intended, there should be little difference in performance between \( T_1 \) and \( T_2 \). The surface of \( T_2 \) is shown in Fig. 3.

C. Test Function 3

\[
\begin{align*}
  f(x) &= \frac{1}{2} \sqrt{\sum_{i=1}^{n} |x_i|^2}, \quad x_i \in [-100, 100] \\
  g(x) &= \frac{x}{4} + (1 - \cos(\pi x)) \cdot \left( \tanh \left( \frac{x}{4} \right) - 1 \right)^2 \\
  T_3(x) &= g \circ f.
\end{align*}
\]

Like \( T_2 \), \( T_3 \) is also piecewise constant, but with the addition of local minima, which is the most common challenge faced by gradient methods. Although evolutionary methods may also become susceptible to these traps if population diversity becomes too low, they are still better suited for this type of problem. \( T_3 \) has a minimum value of zero for all \( x = [x_1, \ldots, x_n] \) which satisfy \( x_i \in [0, 1) \) for \( i = 1, \ldots, n \). The surface of \( T_3 \) is represented in Fig. 4.
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TABLE I
LIST OF ALGORITHM PARAMETERS USED IN TESTING

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD</td>
<td>$\alpha$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LM</td>
<td>$\mu_0$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>SA-ES</td>
<td>$\mu, \lambda, \sigma_0$</td>
<td>3, 12, 1</td>
<td>3, 12, 1</td>
<td>8, 16, 10</td>
<td>8, 16, 50</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>$\mu, \lambda, \sigma_0$</td>
<td>3, 12, 1</td>
<td>3, 12, 1</td>
<td>8, 16, 10</td>
<td>8, 16, 50</td>
</tr>
<tr>
<td>PM</td>
<td>$m, r_{\min}, r_{\max}, \Delta$</td>
<td>0, $10^{-6}$, 1, 1</td>
<td>0, 2, 6, 2</td>
<td>4, 2, 6, 2</td>
<td>0, $10^{-6}$, 12, 3</td>
</tr>
</tbody>
</table>

TABLE II
SUCCESS RATE AND AVERAGE NUMBER OF FUNCTION EVALUATIONS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean evaluations</th>
<th>Test Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD</td>
<td>100 % 5477.98</td>
<td>FAILURE FAILURE FAILURE FAILURE</td>
</tr>
<tr>
<td>LM</td>
<td>100 % 43.6</td>
<td>FAILURE FAILURE FAILURE FAILURE</td>
</tr>
<tr>
<td>SA-ES</td>
<td>100 % 214.48</td>
<td>100 % 426.28</td>
</tr>
<tr>
<td>CMA-ES</td>
<td>100 % 186.68</td>
<td>100 % 138.32</td>
</tr>
<tr>
<td>PM</td>
<td>100 % 43.6</td>
<td>100 % 28.72</td>
</tr>
</tbody>
</table>

D. Test Function 4

$$T_4(x) = \frac{1}{2} \sum_{i=1}^{n} (x_i^2 + \tan(x_i)^2 - 10 \cdot \cos(2 \cdot x_i) + 10),$$

$$x_i \in [-100, +100].$$

T4 is the most extreme of the test functions. Although it is piecewise continuous, each of the regions of continuity is a deep local minimum. Thus, gradient methods are only capable of minimizing T4 on a local basis. Due to the large number of local minima, evolutionary methods which rely on modified mutation strength for accelerated convergence may also be susceptible to entrapment. The surface of T4 is shown in Fig. 5. In reality, the “walls” which separate the local minima in Fig. 5 are infinitely high. The minimum of T4 is zero and is located at the origin.

V. EXPERIMENTAL RESULTS

The proposed method is compared with four other known algorithms. It should be noted that the purpose of the comparison is not to show that the proposed method is superior to all algorithms over all problems; clearly, that is not the case. Instead, the goal is to show that while the algorithm shows the high rate of convergence and efficient local search characteristics of a second-order gradient method, it is also capable of minimizing complex classes of problems which are usually associated with evolutionary methods. Thus, the evolutionary methods used for comparison were selected on the basis of these same qualities. The following is a list of the compared methods.

1) MSD: The Method of Steepest Descent is perhaps the most well known of all gradient methods. MSD is a simple first-order method which, as the name implies, employs a user-defined step size to proceed in the direction of “steepest descent.” The method was chosen for its high degree of stability as well as its reputation as the standard gradient method.

2) LM: The LM algorithm, described briefly in Section III-C, is regarded as one of the fastest gradient methods available. The method was chosen as a benchmark among second-order algorithms. Furthermore, the gradient portion of the proposed method uses an update rule directly inspired by the LM algorithm, making the method particularly relevant for comparison.

3) ($\mu, \lambda$)-SA-ES: Self-Adaptive Evolution Strategy [17], a member of the larger family of algorithms known as Evolutionary Strategies [17], is a powerful evolutionary method which uses self-adapted mutation strength for optimal convergence as well as an accelerated local search. The method was chosen as a strong representative of the power of evolutionary methods.

4) CMA-ES: Covariance Matrix Adaptation Evolutionary Strategy [18], also a member of the family of Evolutionary Strategies, is an evolution-path-related technique which uses search-space information in a highly efficient manner, making it exceptionally fast with respect to other evolutionary methods.

5) PM: The proposed method.

The performance of each algorithm on each of the test functions was evaluated over a series of 100 simulation runs using the algorithm parameters listed in Table I. Each algorithm was then evaluated with respect to rate of success as well as the mean number of function evaluations per solution. The tabulated results are presented in Table II, which represents the case $n = 2$ for all four functions. For each of the test functions, success was defined by the following two conditions: 1) $f(x) < 10^{-6}$ and 2) no more than $10^5$ total evaluations of the objective.
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The fields in Table II highlighted in bold font denote the top performers for each of the test cases. One may notice the similarity between the proposed method and the LM algorithm with regard to the first test function. Notice that, for this particular function, the behaviors of the two algorithms are nearly identical. This validates the earlier hypothesis that, in the absence of local minima, the two methods should behave in a similar manner. Note too the striking difference in the rate of convergence between the two second-order gradient methods when compared with the first-order method of steepest descent. Another point of interest is the performance of the proposed method on the second test. It was suggested in Section IV-B that, assuming proper performance, little difference should be observed between T1 and T2. This is confirmed by the results in Table II. In fact, the algorithm actually performs better. This behavior is a result of the increased population radius coupled with the modified LM update rule, which, when used together, increase the rate at which the proposed method traverses the optimization surface.

Finally, notice the similarity between the proposed method and that of CMA-ES with respect to T3 and T4. In fact, for T4, the similarities are striking. When applied to these more complex surfaces, the behavior of the algorithm changes drastically, and yet there seems to be little, if any, effect on the level of performance. What is most striking about the results in Fig. 6 is the change in behavior between T1 and T4. As the nature of the test functions becomes more complex, the behavior of the proposed method changes from a second-order gradient method to one which bears a striking resemblance to that of evolutionary computation.

VI. CONCLUSION

An optimization algorithm was presented, which incorporates features of both gradient and evolutionary methods. The algorithm was tested over a series of test functions, each chosen to typify commonly faced difficulties. The proposed method was then compared with a set of known algorithms which included both gradient and evolutionary methods. It was shown from the results that the proposed method was able to not only emulate both classes of algorithms based on the behavior of a given function but also outperform the compared methods in terms of rate of success and average number of evaluations of the objective. While the presented implementation shows a great deal of promise, its discussion is intended only as an introduction to the proposed method. Thus, for the sake of simplicity, a number of known improvements have been omitted for inclusion in future versions of the algorithm.
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