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Abstract. A new technique is presented for symbolic computation of local stability boundaries and bifurcation surfaces for nonlinear multidimensional time-periodic dynamical systems as an explicit function of the system parameters. This is made possible by the recent development of a symbolic computational algorithm for approximating the parameter-dependent fundamental solution matrix of linear time-periodic systems. By evaluating this matrix at the end of the principal period, the parameter-dependent Floquet Transition Matrix (FTM), or the linear part of the Poincaré map, is obtained. The subsequent use of well-known criteria for the local stability and bifurcation conditions of equilibria and periodic solutions enables one to obtain the equations for the bifurcation surfaces in the parameter space as polynomials of the system parameters. Further, the method may be used in conjunction with a series expansion to obtain perturbation-like expressions for the bifurcation boundaries. Because this method is not based on expansion in terms of a small parameter, it can be successfully applied to periodic systems whose internal excitation is strong. Also, the proposed method appears to be more efficient in terms of CPU time than the truncated point mapping method. Two illustrative example problems, viz., a parametrically excited simple pendulum and a double inverted pendulum subjected to a periodic follower force, are included.
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1. Introduction

The study of dynamical systems governed by a set of nonlinear ordinary differential equations with periodic coefficients is of great theoretical and practical importance in various fields of science and engineering. Equilibria and periodic solutions of these equations physically represent steady-state operations under various conditions. The stability and bifurcation of these solutions is determined by the equations of perturbed motion about the equilibrium or periodic solution. Hence, a set of time-periodic quasilinear equations generally arise from the Taylor series expansion about these solutions. The stability and bifurcation conditions are determined from the eigenvalues of the linearized system's fundamental solution matrix evaluated at the end of the principal period (called the Floquet Transition Matrix (FTM)) in much the same way as the eigenvalues of a linear system matrix determine the stability of time-invariant systems. Similar to the Routh-Hurwitz criteria for time-invariant systems, various well-known criteria may be used to extract the parameter-dependent stability and bifurcation relations of the time-periodic system from the FTM provided that this matrix can be symbolically obtained in terms of the system parameters.

It is well known that exact solutions of periodic systems are possible only in a very limited number of cases, and, in general such solutions do not exist. Two common analytical methods that have been used in the past to yield approximate stability boundaries in closed form for small systems include the perturbation method [1] and the averaging technique [2]. These
methods are limited in application to systems with weak internal excitation since they are based on expanding the solution in terms of a small parameter that multiplies the time-periodic terms. When the excitation becomes strong, the parameter is not small and the accuracy of the solution is very poor. Moreover, increasing the order of the approximate solution is usually very difficult and does not guarantee uniform convergence to the true solution. Other methods such as Hill’s infinite determinants [3] are not computationally convenient for large order systems and, in addition, may not be applicable for bifurcations to quasiperiodic solutions. A recent approximation technique of Guttalu and Flaschner [4, 5] for computing the FTM, or the linearized Poincaré map, by truncated point mappings employs a variation of the standard Runge–Kutta numerical integration technique adapted to symbolic computation. By avoiding the restriction of a small periodic parameter, it thus allows the computation of stability and bifurcation surfaces for internal excitation of arbitrary strength. From the results reported by the authors, however, it appears that the method could be computationally expensive for relatively large systems [5]. This is due to the nature of the algorithm, which involves the truncation of polynomials at a fixed degree after performing a symbolic matrix multiplication at each integration step.

Another technique to approximate the parameter-dependent FTM, which has been developed recently, involves the use of Picard iteration and expansion of the time-periodic system matrix in shifted Chebyshev polynomials. This technique, which was introduced by Sinha and Butcher [6], results in an algorithm to compute the fundamental solution matrix explicitly as a function of the system parameters and time and is easily implemented using symbolic software such as Mathematica since it involves only simple matrix multiplications and additions. This is done by employing the integration and product operational matrices associated with the polynomials used in previous studies for numerical computations by Sinha and Wu [7]. By evaluating the fundamental solution matrix at the end of the principal period, the parameter-dependent FTM is obtained. The subsequent use of well-known criteria for the local stability and bifurcation conditions of equilibria and periodic solutions enables one to obtain the equations for the bifurcation surfaces in the parameter space. Since these equations are expressed as homogeneous polynomials of the system parameters, they can be solved for one parameter once values of the others have been chosen. As with truncated point mappings, this method can successfully be applied to periodic systems with strong internal excitations since it does not involve expansion in terms of a small parameter. Nevertheless, the perturbation expansions may also be derived via a series substitution. Results demonstrate that the proposed technique appears to be faster in terms of cpu time than the truncated point mapping method while providing an equivalent accuracy. Two illustrative example problems, viz., a parametrically excited simple pendulum and a double inverted pendulum subjected to a periodic follower force, are included, and the results are discussed in detail.

2. Local Stability and Bifurcation of Time-Periodic Systems

Consider a dynamical system described by the set of $N$ nonlinear ordinary differential equations

$$\dot{y}(t) = f(y(t), t, \alpha) = f(y(t), t + T, \alpha), \quad y(0) = y^0, \quad (1)$$

where $t \in \mathbb{R}^+$ denotes time, $y \in \mathbb{R}^N$ is the state vector, $\alpha \in \mathbb{R}^L$ is a vector of control parameters, and $f : \mathbb{R}^+ \times \mathbb{R}^N \times \mathbb{R}^L \to \mathbb{R}^N$ is analytic in the components of $y$ and $\alpha$ and periodic
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in \(t\) with period \(T\). Let \(\tilde{y}(t)\) denote a known equilibrium or periodic solution of period \(KT\) of Equation (1) and \(\tilde{x}(t) = y(t) - \tilde{y}(t)\), a perturbation about this solution. Expanding Equation (1) in Taylor series about \(\tilde{y}(t)\) yields
\[
\dot{\tilde{x}} = A(t, \alpha)\tilde{x} + f_1(x, t, \alpha) + f_2(x, t, \alpha) + \cdots + f_k(x, t, \alpha) + O(\|x\|^{k+1}), \quad \tilde{x}(0) = \tilde{x}_0 = y_0 - \tilde{y}(0), \tag{2}
\]
where \(f_k\) contain homogeneous monomials in \(x_i\) of order \(k\), and \(A(t, \alpha)\) and \(f_k(x, t, \alpha)\) are periodic in \(t\) with period \(KT\) where \(K = 1\) if \(\tilde{y}(t)\) is an equilibrium position.

We are interested in obtaining the local stability and bifurcation conditions of Equation (2) as a function of the system parameters. For this purpose, the linear part of Equation (2) given by
\[
\dot{\tilde{x}} = A(t, \alpha)\tilde{x}, \quad \tilde{x}(0) = \tilde{x}_0 \tag{3}
\]
is now considered.

If the linearized system is hyperbolic, then the local stability of Equation (2) is given completely by the eigenvalues (Floquet multipliers) \(\mu_i\) of the Floquet Transition Matrix (FTM)
\[
H(\alpha) = \Phi(KT, \alpha), \tag{4}
\]
where \(\Phi(t, \alpha)\) is the fundamental solution matrix associated with Equation (5). The stability condition can be expressed as \(|\mu_i| < 1, \ i = 1, 2, \ldots, N\); that is, all multipliers must lie within the unit circle in the complex plane. If one or more multipliers lie directly on the circle, the system is nonhyperbolic, and even if the remaining multipliers remain inside the circle, the linear analysis is inconclusive. In this case the stability conditions may be obtained by reducing Equation (4) on the center manifold [8]. If any of the multipliers lie outside the unit circle, then Equation (1) is locally unstable in the neighborhood of \(\tilde{y}(t)\) although the question of its global stability remains open. It should be noted that, due to additional symmetry requirements, Hamiltonian systems are stable only when all of the multipliers lie on the unit circle [9].

The bifurcation route associated with Equation (2) depends on whether the Floquet multipliers cross the unit circle at \(+1\), \(-1\), or as pairs of complex numbers. The three generic codimension 1 bifurcations which can occur are [10]: (i) fold bifurcation to a period \(KT\) solution, which implies \(\det(\Sigma - H(\alpha)) = 0\) since \(\mu_i = 1\) for some \(i \in \{1, \ldots, N\}\); (ii) flip bifurcation to a period \(2KT\) solution, which implies \(\det(I + H(\alpha)) = 0\) since \(\mu_i = -1\); and (iii) secondary Hopf, for which \(|\mu_i| = |\mu_i^*| = 1\). For a single degree-of-freedom system the latter bifurcation is simply \(\det(H(\alpha)) = 1\). If the system is Hamiltonian, this condition is satisfied automatically since \(H(\alpha)\) is a symplectic map, and, therefore, destabilization occurs only via tangent and period-doubling (the Hamiltonian version of fold and flip) bifurcations when \(\text{tr}(H(\alpha)) = 2 + 2\), respectively. In these bifurcations, a single pair of Floquet multipliers meets on the unit circle at \(+1\) or \(-1\), respectively, and then splits symmetrically along the real axis. Only in higher dimensional Hamiltonians is the Krein collision (also called the Hamiltonian Hopf bifurcation) possible [11] since two pairs of complex conjugates are required to meet on the unit circle before splitting.

3. Symbolic Computation of the Floquet Transition Matrix

Sinha and Butler [6] have outlined a technique for computing the fundamental solution matrix \(\Phi(t, \alpha)\) for a linear time-periodic dynamical system explicitly as a function of the system
parameters and time via Picard iteration and expansion in shifted Chebyshev polynomials. When this matrix is evaluated at the end of the principal period the Floquet transition matrix $H(\alpha)$ is obtained. Hence the local stability and bifurcation conditions can be derived in a closed form. Sinha and Butcher outlined two formulations: one applicable to general time-periodic systems and the other for systems in which the periodic linear system matrix contains constant terms. It was shown that the latter restricts the set of parameters that can be used in the solution but converges much faster than does the former formulation. Only the first formulation (for general time-periodic systems) was utilized in this study.

The method is based on expressing the linear system (cf., Equation (3)) in the equivalent integral form

$$x(t) = x^0 + \int_0^t A(t, \alpha)x(t) \, dt$$  \hspace{1cm} (5)

and employing Picard iteration to find the $(k + 1)$th approximation

$$x^{(k+1)}(t) = x^0 + \int_0^t A(t_k, \alpha)x^{(k)}(t) \, dt_k$$

$$= \left[ I + \int_0^{t_1} A(t_1, \alpha) \, dt_1 + \int_0^{t_1} A(t_1, \alpha) \int_0^{t_0} A(t_0, \alpha) \, dt_0 \, dt_1 \right] x^0,$$  \hspace{1cm} (6)

where $t_0, \ldots, t_k$ are all dummy variables. The expression in brackets is an approximation to the fundamental solution matrix since it is truncated after a finite number of terms (iterations). After the period is normalized to 1 via the transformation $t = KT$, the normalized 1-periodic system matrix $A(t, \alpha) = A(t + 1, \alpha)$ is expanded in $m$ shifted Chebyshev polynomials of the first kind valid in the interval $[0, 1]$ as

$$A(t, \alpha) = \hat{T}_1(t)D(\alpha),$$  \hspace{1cm} (7)

where $\hat{T}_1(t)$ is the $N \times Nm$ Chebyshev polynomial matrix and $D(\alpha)$ is the $Nm \times N$ Chebyshev coefficient matrix. When this is inserted into Equation (12), the integration and product operational matrices [7] associated with the Chebyshev polynomials may be employed to achieve an expression for the expansion of $\Phi(t, \alpha)$ in shifted Chebyshev polynomials as

$$\Phi^{(m)}(t, \alpha) = \hat{T}_1(t) \left[ I + \sum_{\alpha_1=1}^{\alpha} \left( L(\alpha) \right)^{t-1} P(\alpha) \right] \hat{T}_1(t)B(\alpha),$$

where the $Nm \times N$ Chebyshev coefficient matrix $B(\alpha)$ is expressed in terms of $I, L(\alpha) = \hat{G}^T\hat{Q}_0(\alpha)$, and $P(\alpha) = \hat{G}^TD(\alpha)$. Additional details on this algorithm, including the operational matrices $I, G$ and $Q_0$ and the 'alternate formulation', are given in [6].

It should be observed that the form of Equation (8) is well suited for symbolic manipulation and that, unlike traditional perturbation or averaging, the technique is not based on
expansion in terms of a small parameter. Instead, all parameters are treated equally in Picard iteration so that the convergence is radial in the parameter space. By selecting the number \( p \) of Picard iterations (which determines the number of matrix multiplications employed in Equation (8)) and the number \( n \) of polynomials (which determines the sizes of the matrices), this truncated expression gives an approximate solution to any desired degree of accuracy.

When the resulting expression is evaluated at \( \tau = 1 \) (\( \tau = KT \)), the Floquet transition matrix \( \mathbf{H}(\alpha) = \Phi(KT, \alpha) \) is obtained where, similar to truncated point mapping, each individual matrix element is expressed as a \( p \)th degree homogeneous polynomial of the system parameters. However, unlike the truncated point mapping technique, the solution is also obtained explicitly as a function of time. In truncated point mapping the parametrically dependent FTM is 'numerically integrated' using a modified version of the Runge–Kutta algorithm with a preset time step \( h \) and polynomial degree \( P \). Since from 100 to 200 time steps are usually needed for sufficient accuracy, no less than this many matrix multiplications are also required. Consequently, the polynomials are usually truncated with terms of degree higher than \( p \) discarded at each time step past the point where \( P \)th degree polynomial is first achieved.

In the present technique \( P \) increases with the number \( p \) of Picard iterations in a manner which is determined by the number of appearances of the parameters in the linear system matrix. For the two examples discussed in this study this relationship is \( P = p/2 \), while in [6] it was found to be \( P = p \) for a commutative system. Once this relationship is known, \( p \) may be appropriately chosen to yield polynomials of any desired degree, and no truncation is necessary. The number of required matrix multiplications is generally less in the present method than in truncated point mapping, while the sizes of the matrices being multiplied are generally larger because of the required Chebyshev expansion. When these factors are weighed against one another, however, it turns out that the present technique may require less cpu time (as shown in Section 6) while the amount of memory required may be significantly higher than in the truncated point mapping technique.

4. Examples

4.1. A Parametrically Excited Simple Pendulum

As an example of a single degree-of-freedom system, a parametrically forced simple damped pendulum is considered. It is assumed that the support of the pendulum (mass \( M \), length \( L \)) is subjected to a sinusoidal motion in the vertical direction with amplitude \( A \) and frequency \( \omega \). The dimensionless equation of motion for the system is given by Flasher and Hsu [12] as

\[
\ddot{\theta} + 2\zeta \omega_0 \dot{\theta} + (\alpha^2 - \beta \sin 2\dot{\theta}) \sin \theta = 0
\]

(9)

where \( \zeta = \frac{2\zeta \omega_0/\omega}{\omega}, \beta = 4(A/L), \omega_0^2 = g/L, c = (ML^2) = 2\omega_0\omega_0, \) and \( 2\dot{\theta} = \omega t \). Denoting \( x_1 = \theta, x_2 = \dot{\theta}, \) and expanding \( \sin \theta \) in a Taylor series about the vertical \( \theta = 0 \) equilibrium position, the above equation may be written in state space form as

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} =
\begin{pmatrix}
0 & 1 \\
-(\alpha^2 - \beta \sin 2\dot{\theta})/2\zeta & -2\zeta
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
+ \begin{pmatrix}
0 \\
-(\alpha^2 - \beta \sin 2\dot{\theta})/6 + x_1^3/120 - \cdots
\end{pmatrix}.
\]

(10)
Lentig $a^2 = a, -\beta = 2b, 2\alpha = d, 2l = 2r + \pi/2$, and truncating the nonlinear terms, Equation (10) reduces to the damped linear Mathieu equation investigated in [5].

$$\begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -(\alpha + 2b \cos 2t) & -d \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.$$ (11)

For $d = 0$ the system is Hamiltonian and preserves volume in state space since $\text{tr}(\mathbf{A}(t, a, b)) = 0$ where $\mathbf{A}(t, a, b)$ is the linear system matrix. The Floquet transition matrix $\mathbf{R}(u, b)$ was symbolically approximated in terms of the two remaining system parameters for three different combinations of the number $p$ of Picard iterations and the number $n$ of Chebyshev polynomials via Equation (8). It was found that all four elements of $\mathbf{H}(a, b)$ are of order $\mathcal{O}(a^p b^p)$ where $p = P/2$, that is they consist of various powers of $a^p b^p$ up to degree $p/2$ such that $1 + j \leq P, j = 0, \ldots, P, j = 0, \ldots, P$: A few leading terms of the elements of $\mathbf{H}(a, b)$ are given to the fourth decimal place as

$$\begin{align*}
\mathbf{H}_{11} &= H_{22} = 1.0 - 4.9348 \cdot a^4 + 0.0587 \cdot a^2 - 2.4674 \cdot b^2 - 1.3353 \cdot a^2 \\
&+ 1.5913 \cdot a \cdot b^2 + \cdots, \\
\mathbf{H}_{12} &= 1.0 - 1.6449 \cdot a + b + 0.8117 \cdot a^2 - 0.6448 \cdot a \cdot b - 0.1350 \cdot b^2 \\
&- 0.1908 \cdot a^2 + 0.1668 \cdot a^2 \cdot b + 0.0928 \cdot a \cdot b^2 - 0.0239 \cdot b^2 + \cdots, \\
\mathbf{H}_{21} &= -9.8696 \cdot a + 16.2348 \cdot a^2 - 9.8696 \cdot a \cdot b - 4.9348 \cdot b^2 - 8.0116 \cdot a^3 \\
&- 6.3652 \cdot a^2 \cdot b + 8.2158 \cdot a \cdot b^2 + 4.9348 \cdot b^3 + \cdots. (12)
\end{align*}$$

It should be noted that, although these computations were performed in floating point form (which is more efficient than rational fraction form), the diagonal elements in Equation (12) agree with those obtained in [5] while $H_{12}$ and $H_{21}$ differ by a factor of $T = \pi$ and $1/T$, respectively, which is a result of the scheme used to normalize the period to 1. The determinant of the FTM $(1.0 + (10^{-9}))$ is very close to unity as required for the conservation of phase space volume in the Hamiltonian case.

The lines in the $(a, b)$ plane where destabilization occurs in the linear system (Equation (11)) correspond to the bifurcation boundaries in the original nonlinear system and can be obtained by setting $\text{tr}(\mathbf{H}(a, b)) = 4.2$. Substituting values for $b$ results in polynomial equations for $a$ which can be numerically solved to yield the stability boundaries as a list of points or as a curve through these points. The former method (list of points) was used to compute the boundaries shown in Figure 1 where $\mathbf{H}(a, b)$ was computed using $(A) (p, m) = (16, 3), (B) (p, m) = (32, 20), (C) (p, m) = (50, 32)$, and $(D)$ direct numerical integration of Equation (11) for 234,000 points in the parameter plane. It can be seen that the convergence of the present method decreases radially from the origin as the familiar stability boundaries break up into extraneous lines when convergence is lost. This is in contrast to the convergence of classical averaging or perturbation which decreases with an increase in the periodic parameter alone. Furthermore, the symbolically approximated boundaries converge into agreement with the numerically integrated diagram as the number of iterations and polynomials are increased.

While the computations in $(a)$ and $(B)$ were performed using MATHEMATICA on a SUN SPARC 20 with 128 MB of RAM, this amount of memory was found to be insufficient for the computations in case $(C)$ for which a similar machine with additional memory (512 MB) was used. Because of problems which prohibit the accurate determination of the memory
requirements, this information provides the best available measure of the amount of required memory. The required \textit{cpu} times for various stages in computing the stability boundaries for each \((p, m)\) set are given in Table 1. When the cumulative \textit{cpu} time required to generate the stability boundaries using 8th degree polynomials in \(a\) and \(b\) is compared to the time required to generate the same 8th polynomial degree results with truncated point mappings using \textsc{Mathematica} on a \textsc{sparcserver} 1000 (reported in [5]), it is seen that truncated point mappings requires about seven times more \textit{cpu} time than the present technique since these two machines are generally close in terms of speed. (The difference is approximately 15% or less.) It should be mentioned that \textit{cpu} times (of 9 sec) for truncated point mapping using \textsc{fortran} programs were also reported in [5] which, because a nonsymbolic code was utilized, require only 0.3 and 2% of the times required by \textsc{Mathematica} based point mapping and the present technique, respectively. For additional information on how the \textit{cpu} time varies with \(p\) in this problem, see [6]. A comparison of the \(b = 0\) crossings for the two destabilization routes is also given in Table 1 where it is seen that the approximated crossings converge to the exact ones with an increase in number of iterations and polynomials. Furthermore, it has been shown in [5] and elsewhere that the results obtained from a perturbation analysis diverge rapidly with an increase in the periodic parameter and that convergence to the true boundaries is not guaranteed by increasing the order of the expansion.
In addition, a first order averaging of Equation (11) yields unstable solutions only near the primary 2 : 1 resonance at \( a = 1 \) at which the stability boundaries are equivalent to the first order (linear) perturbation approximation [13]. Higher order averaging is required to detect instability at the other resonance zones to the right. In contrast, the two parameters are treated equally in the present technique in which the use of a sufficiently high degree polynomial in \( a \) and \( b \) detects all unstable regions within a given radius from the origin.

The present method may also be used in conjunction with a series expansion in terms of the periodic parameter to recover the perturbation result. For this purpose, \( a \) is expanded in \( b \) as

\[
a(b) = a_0 + \sum_{i=1}^{q} a_i b^i, \tag{13}
\]

where \( a_0 \) is the \( b = 0 \) bifurcation point on the \( a \) axis from Table 1 and \( a_i \) are the expansion coefficients to be determined. Substituting Equation (13) into \( \text{tr}(H(a, b)) \) and setting the expression equal to \( +2 \text{ or } -2 \) (depending on whether \( a_0 \) corresponds to a tangent or period doubling bifurcation route, respectively), one then obtains \( q \) equations in the unknown coefficients \( a_i \) after collecting like powers of \( b \). Since only one additional unknown coefficient
Table 2. A comparison of expansion coefficients for the tangent (fold) bifurcation boundary through $\alpha = 0$ using the perturbation method and the proposed symbolic technique in conjunction with a series expansion for the parametrically excited simple pendulum.

<table>
<thead>
<tr>
<th>$a_i$</th>
<th>Perturbation $(d = 0)$</th>
<th>Present Technique $(d = 0)$</th>
<th>Present Technique $(d = 0.31623)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.5</td>
<td>0.5</td>
<td>-0.487215567</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$5.46875 \times 10^{-2}$</td>
<td>5.46874995 $\times 10^{-2}$</td>
<td>4.95843383 $\times 10^{-2}$</td>
</tr>
<tr>
<td>$a_5$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$-1.2586805 \times 10^{-2}$</td>
<td>$-1.25868075 \times 10^{-2}$</td>
<td>$-1.048159919 \times 10^{-2}$</td>
</tr>
<tr>
<td>$a_7$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_8$</td>
<td>$3.6391821 \times 10^{-3}$</td>
<td>3.63916923 $\times 10^{-3}$</td>
<td>2.768853617 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$a_9$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{10}$</td>
<td>$-1.1797689 \times 10^{-3}$</td>
<td>$-1.17976235 \times 10^{-3}$</td>
<td>$-8.17543289 \times 10^{-4}$</td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>$4.09943800 \times 10^{-4}$</td>
<td>4.09944004 $\times 10^{-4}$</td>
<td>2.58518930 $\times 10^{-4}$</td>
</tr>
<tr>
<td>$a_{13}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{14}$</td>
<td>$-1.49258328 \times 10^{-4}$</td>
<td>$-1.49258417 \times 10^{-4}$</td>
<td>$-8.54635625 \times 10^{-3}$</td>
</tr>
<tr>
<td>$a_{15}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$a_{16}$</td>
<td>5.62024774 $\times 10^{-5}$</td>
<td>5.62025166 $\times 10^{-5}$</td>
<td>2.92056712 $\times 10^{-3}$</td>
</tr>
</tbody>
</table>

is introduced in any successive equation, one must solve $q$ linear equations successively to recover the perturbation series which is then given by Equation (13). This was done to up 16th order for the tangent bifurcation route at $a_0 = 0$ and the resulting $a_i$ coefficients are presented in Table 2 along with the exact perturbation coefficients given by McLachlan [14] in decimal notation. These results may also be expressed in the rational fraction notation, most common in perturbation analysis, as

$$a(b) = \frac{1}{2} b^2 + \frac{7}{128} b^4 - \frac{29}{2304} b^6 + \frac{9}{5221} b^8 + \cdots.$$  \hspace{1cm} (14)

The perturbation result of McLachlan is given by

$$a(b) = -\frac{1}{2} b^2 + \frac{7}{128} b^4 - \frac{29}{2304} b^6 + \frac{6867}{1887438} b^8 + \cdots.$$  \hspace{1cm} (15)

The two expressions differ beginning in the 8th order term and the difference is only in the 9th decimal place.

When $\delta \neq 0$, the system is not Hamiltonian so that the stability boundaries must be found from det($I \pm \mathcal{H}(c, b)$) = 0 (for flip and fold bifurcations, respectively). For $\delta = 0.31623$, the $O(a \delta^{1/2}) \mathcal{H}(a, b)$ matrix was computed and the corresponding stability boundaries are shown in Figure 2 within the vicinity of the primary $2:1$ resonance. It is seen that, while the fold bifurcation curve through the origin appears to have retained the same shape as the corresponding one for the undamped system, the unstable flip bifurcation regions no longer
Figure 2. Stability boundaries for the damped \((d = 0.31623)\) parametrically excited pendulum in the vicinity of the primary 2:1 resonance.

intersect the \(a\) axis and have 'lifted up'. This feature of the damped system is well-documented by Newland [15]. Even the curve through the origin is slightly altered with the addition of damping. This can be verified by computing the perturbation expansion coefficients of this curve using Equation (13), as before. The results are provided in Table 2 and differ slightly from the undamped perturbation coefficients. This may also be seen by computing the Floquet transition matrix with damping included as a third parameter. Since the relation \(\det(1 - H(a, b, d)) = 0\) for fold bifurcation results in homogeneous polynomials in \(a\), \(b\), and \(d\), two approaches may again be used to graph the resulting two-dimensional surface. One is to substitute values of two of the parameters (say \(b\) and \(d\)) and solve the resulting polynomial equations for \(a\) to obtain a list of points which is then

\[
a(b, d) = \sum_{i=0}^{d} \sum_{j=0}^{b} a_{ij} b^i d^j
\]

(16)

used to fit a surface. The other approach is to use the double series expansion where \(a_{00}\) is a \(b = d = 0\) bifurcation point on the \(a\) axis and the other \(a_{ij}\) coefficients are to be determined. When Equation (16) is substituted into the polynomial equation for fold bifurcation and like powers of \(b\) and \(d\) are collected, one obtains \(q^2 + 2q\) linear equations which may be solved successively for the \(a_{ij}\) coefficients. Equation (16) then yields the bifurcation surface which is valid only for small values of \(b\) and \(d\) since this is equivalent to a perturbation expansion.

When this was done up to the fourth order in \(b\) and \(d\) for the fold bifurcation at \(a_{00} = 0\), the resulting surface expressed in rational fraction form was found to be

\[
a(b, d) = \frac{1}{2} b^2 + \frac{7}{128} b^4 + \left(\frac{1}{8} b^2 - \frac{29}{535} b^4\right) d^2 + \left(-\frac{1}{32} b^2 + \frac{36}{1153} b^4\right) d^4 + \ldots
\]

(17)
4.2. A DOUBLE INVERTED PENDULUM WITH A PERIODIC FOLLOWER FORCE

As an example of a higher order system, consider the damped double inverted pendulum of Figure 3 subjected to a follower force with both constant and periodically-varying components. The time-periodic equations of motion for this system (the time-invariant form of which has been treated by Leipholz [16] and Herrmann [17]) may be expressed as

\[
\begin{align*}
3\ddot{\phi}_1 + \cos(\phi_2 - \phi_1)\ddot{\phi}_2 - \sin(\phi_2 - \phi_1)\dot{\phi}_2^2 + (B_1 + B_2)\dot{\phi}_1 &= 0, \\
B_2\ddot{\phi}_2 + 2k\phi_1 - \ddot{\phi}_1 - \ddot{\phi}_2 - \ddot{\phi}_2 - \gamma(t)\sin(\phi_1 - \gamma\phi_2) &= 0, \\
\cos(\phi_2 - \phi_1)\dot{\phi}_1 + \dot{\phi}_2 + \sin(\phi_2 - \phi_1)\dot{\phi}_2^2 - B_1\dot{\phi}_1 + B_2\dot{\phi}_2 &= 0, \\
-\ddot{\phi}_1 + \ddot{\phi}_2 - \ddot{\phi}_2(t)\sin((1 - \gamma)\phi_2) &= 0,
\end{align*}
\]

where \(k = k/ml^2\) is the normalized stiffness, \(B_1 = b_1/ml^2\) and \(B_2 = b_2/ml^2\) are the normalized damping constants, \(\ddot{\phi}(t) = (\ddot{P}_1 + \ddot{P}_2 \cos \omega t)/ml = P_1 + P_2 \cos \omega t\) is the normalized applied load, \(\gamma\) is the load direction parameter, and \(\omega\) is the driving frequency of the applied load. Denoting \(x^T = (x_1, x_2, x_3, x_4)^T = (\phi_1, \phi_2, \phi_1, \phi_2)\) as the state vector and expanding Equation (18) in a Taylor series about the vertical \(\phi_1 = \phi_2 = 0\) equilibrium position, the
above equation may be written in state space form as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
(\beta \dot{x}_4)/2 & -k/2 - B_1/2 - B_2 & B_2 \\
(5\beta \dot{x}_4)/2 & -2\dot{x}_4 + (3\beta - \gamma)\beta(t) & B_1/2 + 2B_2 & -2B_2
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
f_3(x,t) \\
f_4(x,t)
\end{bmatrix},
\]

where terms up to the cubic order have been retained.

For the parameter set \( a = 2, \beta = 1, \) and \( B_1 = B_2 = 0, \) the system is Hamiltonian and preserves volume in state space since \( \text{tr}(A(t, F, P, \gamma)) = 0 \) (where \( A(t, F, P, \gamma) \) is the linear system matrix in Equation (19)) even though the nonconservative forces for \( \gamma \neq 0 \) cannot be derived from a potential. If \( P_2 = 0, \) then the system is time-invariant so that the stability and bifurcation boundaries may be extracted directly from \( A(t, P_1, \gamma) \) using the standard Routh–Hurwitz criteria. These well-known results are reproduced in Figure 4A in which the tangent bifurcation lines in the \((F_1, \gamma)\) plane represent the boundaries of regions in which the physical system fails due to divergence or buckling to another equilibrium position while the egg-shaped Krein collision region represents dynamic failure due to flutter [16, 17]. Since all four eigenvalues must participate in a Krein collision, this region cannot overlap with that due to tangent bifurcation. When damping is added, the tangent bifurcation boundaries (now fold) remain unaffected since divergence is a static failure mode, while these correspond to Hopf bifurcation are now able to cross into the fold bifurcation regions since only two eigenvalues are required. This is shown in Figure 4B where the damping values are \( P_1 = B_2 = 0.01. \) It can be seen in these figures that tangent or fold bifurcation is not possible in a certain range of the load direction parameter (0.556 < \( \gamma < 1 \)) and that the Krein collision or Hopf bifurcation only occurs in another region (0.345 < \( \gamma < 1.39 \)) which overlaps that of tangent and fold bifurcations, respectively.

In the following, bifurcation relations for the time-periodic \((P_2 \neq 0)\) undamped and damped system are plotted in the \((P_1, P_2)\) plane for load direction values of \( \gamma = 0 \) (when the load is vertical and thus conservative) a \( \gamma = 1 \) (when the load is tangential to the top
link and thus nonconservative. While the explicit FTM's are not reported, in each case they were obtained using \((p, m) = (34, 38)\) and are of order \(O(P_1^2 P_2^2)\) where \(P = p/2 = 17\). The required cpu times averaged roughly 14 hours while 128 MB of RAM provided sufficient memory in each case. For more information on how the cpu time varies with the number of iterations in this problem, see [6].

Figure 5 shows the stability diagram of the undamped \(B_1 = B_2 = 0\) system \(\dot{x} = 0\) obtained by both symbolic computation of the FTM and by direct numerical integration over
Figure 5. Symbolic and numerical bifurcation diagrams in the \((P_1, P_2)\) plane for the double inverted pendulum with \(B_1 = B_2 = 0\) and \(\nu = 0\). The white regions in the numerical diagram are stable and the black regions are unstable.
one period for 217,556 points in the $(P_1, P_2)$ plane. The determinant of the FTM $(1.0 + O(10^{-7})))$ is very close to unity, thus indicating that phase space volume is conserved. The conditions

\[
\text{det}(I - H(\alpha)) = 2 - 2c_1(\alpha) + c_2(\alpha) = 0; \\
\text{det}(I + H(\alpha)) = 2 + 2c_1(\alpha) + c_2(\alpha) = 0; \\
c_1^2(\alpha) - 4c_2(\alpha) + 8 = 0, \quad \alpha = (P_1, P_2)
\]

(20)

tensor, period-doubling, and Krein collision (Hamiltonian Hopf) bifurcations, respectively, were used where $c_1(\alpha)$ are coefficients of the FTM's characteristic polynomial of $H(\alpha)$ given by

\[
\text{det}(H(\alpha) - \mu I) = \mu^2 - c_1(\alpha)\mu + c_2(\alpha) = 0.
\]

(21)

These relations were obtained by using the standard linear fractional transformation to map the unit circle of the complex plane into the left half plane [18] followed by application of the Routh–Hurwitz criteria while using the simplifications $c_1(\alpha) = c_2(\alpha)$ and $c_3(\alpha) = 1$ which result from all four multipliers lying on the unit circle [19]. The Schur–Cohn criteria [20] for discrete systems may also be used which yields identical results. In Figure 5, the two tangent bifurcation lines in the right half of the diagram (the leftmost of which represents a stability boundary) intersect the $P_2 = 0$ line at the same location $(P_1 = 0.38197$ and $2.61803)$ as in Figure 4A for $\gamma = 0$. In addition to these, there are three period-doubling regions, two Krein collisions, and an additional tangent bifurcation region, all of which are symmetric about the $P_2 = 0$ line which they intersect at a single point $P_3 = -3.3756$, $-3.1$, $-2.56155$, $-0.39672$, 0.21032, and 1.56155. All of these lines contribute to the overall stability boundary shown in the numerically-obtained diagram in which the white regions are stable and the black regions are unstable. The Krein collision regions may not overlap with other unstable regions in this case since all four eigenvalues are required. It can be seen that the stable white regions "open up" to the left for negative $P_3$ as one would expect.

Figure 6 shows the stability diagram of the damped $B_1 = B_2 = 0.01$ system for $\gamma = 0$ also obtained by both symbolic computation of the FTM (with the same parameters as before) and by direct numerical integration. Once again applying the linear fractional transformation to Equation (21) followed by application of the Routh–Hurwitz criteria, the conditions

\[
\text{det}(I - H(\alpha)) = 1 - c_1(\alpha) + c_2(\alpha) - c_3(\alpha) = 0; \\
\text{det}(I + H(\alpha)) = 1 + c_1(\alpha) + c_2(\alpha) + c_3(\alpha) = 0; \\
(1 - c_2(\alpha))^2(1 + c_2(\alpha) - c_2(\alpha)) = 0.
\]

(22)

for fold, flip, and secondary Hopf bifurcations, respectively, were obtained. These relations can also be found in [12, 19, 21]. The two fold bifurcation lines, which correspond to those in Figure 4B, intersect the $P_2 = 0$ line at the same places as before. While many of the unstable regions appear to have "filled up" as is the case of the damped Mathieu Equation, intersections with the $P_2 = 0$ line occurs for $2$ fold regions (at the same locations as in the enddamped equation) and one of the secondary Hopf regions which now intersects at $P_1 = 0.20808$. The overlapping of this region with other unstable regions is now possible since only two eigenvalues are required and this effectively removes part of the narrow stable regions in Figure 5.
Figure 6. Symbolic and numerical bifurcation diagrams in the $(P_1, P_2)$ plane for the double inverted pendulum with $B_1 = B_2 = 0.01$ and $\gamma = 0$. 
When the loading angle is completely tangential, the bifurcation diagrams are simplified by the fact that tangent or fold bifurcations to another static equilibrium cannot occur. Figure 7 shows the stability diagram of the undamped \( B_1 = B_2 = 0 \) system for \( \gamma = 1 \) again obtained by both symbolic computation of the PFM and by direct numerical integration. The conditions given by Equation (20) were used to find the period-doubling and Krein collision boundaries at which dynamic failure due to flutter occurs. The two Krein collision lines on the right half side of the diagram correspond to the intersections at \( \gamma = 1 \) in Figure 4A which occur at \( P_1 = 2.08579 \) and 4.91421. In addition, there are two period-doubling regions and another Krein collision region which meet the \( P_2 = 0 \) line at a single point at \( P_3 = -5.55556, -1.9142, \) and 2. A very small stable region is situated between the \( P_3 = 2 \) period-doubling region and the \( P_3 = 2.08579 \) Krein collision region which cannot overlap.

In Figure 8, the equivalent damped system with \( B_1 = B_2 = 0.01 \) and \( \gamma = 1 \) is shown in which the relations in Equation (22) were used again to find the flip and secondary Hopf bifurcation boundaries. It is seen, in contrast to Figure 7, that only one of the right half side secondary Hopf bifurcation lines is present and that it has moved to the left with \( \alpha = 0 \) interaction at \( P_3 = 1.46434 \). This also agrees with the results shown in Figure 4B in which the rightmost boundary has effectively moved to infinity. In addition, overlapping with the nearest flip bifurcation region occurs.

As in the previous example, the symbolic procedure may be used in conjunction with a series expansion in terms of the periodic parameter. For this purpose, \( P_3 \) is expanded in \( P_2 \) as

\[
P_3(P_2) = P_0 + \sum_{i=1}^{N} P_i P_2^i,
\]

where \( P_0 \) is a \( P_2 = 0 \) bifurcation point on the \( P_1 \) axis and \( P_i \) are the expansion coefficients to be determined. Equation (23) may be substituted into the appropriate expression in Equation (20) or (21) from which one obtains \( q \) Equations in the unknown coefficients \( P_i \) after collecting like powers of \( P_2 \). The resulting expressions are given to eighth order for the tangent (fold) bifurcation routes at \( P_0 = 0.38197 \) and \( P_0 = 2.61605 \) for \( \gamma = 0 \).

\[
P_3(P_2) = 0.38197 + 0.19656 P_2^3 - 0.067452 P_2^5 + 0.040256 P_2^7 - 0.0329521 P_2^9 + \cdots,
\]

\[
P_3(P_2) = 2.61805 + 0.13103 P_2^3 - 0.008274 P_2^5 + 0.000099 P_2^7 - 3.8377 \times 10^{-5} P_2^9 + \cdots.
\]

For \( \gamma = 1 \) Krein collision and secondary Hopf routes at \( P_0 = 2.08579, 4.91421, \) and 1.46434 for \( B_1 = B_2 = 0.0, 0.0, \) and 0.01, respectively. They are given as

\[
P_3(P_2) = 2.08579 + 0.86402 P_2^3 - 0.99781 P_2^5 + 2.16508 P_2^7 - 5.79225 P_2^9 + \cdots,
\]

\[
P_3(P_2) = 4.91421 + 0.07106 P_2^3 - 0.0005105 P_2^5 + 7.4842 \times 10^{-5} P_2^7 - 1.3481 \times 10^{-7} P_2^9 + \cdots.
\]

\[
P_3(P_2) = 1.46434 + 7.8857 P_2^3 - 2.2434 P_2^5 + 1112.17 P_2^7 - 675088 P_2^9 + \cdots.
\]

Of these five expressions, the expansions that converge faster are valid over larger intervals in \( P_2 \). The fact that these results can be obtained relatively easily using the symbolic procedure is highly significant since use of the perturbation method to obtain them directly for this two-degree-of-freedom system would be rather difficult.
Figure 7. Symbolic and numerical bifurcation diagrams in the \((P_1, P_2)\) plane for the double inverted pendulum with \(B_1 = B_2 = 0\) and \(\gamma = 1\).
Figure 8. Symbolic and numerical bifurcation diagrams in the $(P_1, P_2)$ plane for the double inverted pendulum with $B_1 = B_2 = 0.01$ and $y = 1$. 


5. Conclusions

A new technique for the symbolic computation of local stability boundaries and bifurcation surfaces for nonlinear time-periodic dynamical systems explicitly as a function of system parameters has been presented. This technique is applicable to multidimensional systems and utilizes a recently developed symbolic computational algorithm for approximating the parameter-dependent fundamental solution matrix of linear time-periodic systems. By evaluating this matrix at the end of the principal period, the parameter-dependent Poincaré transition matrix (PTM), or the linear part of the Poincaré map, was obtained. Subsequently, the well-known criteria for local stability and bifurcation conditions of equilibria and periodic solutions were applied to determine the Equations for the bifurcation surfaces in the parameter space as homogeneous polynomials of the system parameters. Because this method is not based on expansion in terms of a small parameter, it can successfully be applied to periodic systems whose internal excitation is strong. While the proposed method may be more efficient in terms of cpu time than the truncated point mapping method, it is probably more expensive in terms of the memory requirement. A parametrically excited simple pendulum and a double inverted pendulum subjected to a periodic follower force were included as illustrative examples. The equations for the bifurcation surfaces in the parameter space were obtained and plotted for a variety of different parameter sets. By constructing a series expansion in one or two parameters, perturbation results were either rederived or obtained for the first time.
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