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ABSTRACT 
Recent applications of pulse-coupled neural networks have demonstrated the need for a simple 

pulse-coupled neuron circuit which can easily be implemented in CMOS technology. The proposed cell 
uses a positive feedback circuit with two capacitors. One capacitor corresponds to the external sodium 
ion potential, and the other to the internal potassium ion potentid. This cell body circuit is also used as a 
neural segment in an artificial axon. When linked by large resistors, these neural segments display 
many properties expected in a biological axon. SPICE simulations venfy proposed circuit operation. 

1. Introduction 

Due to their capabilities with regard to image smoothing, image segmentation and feature 
extraction, pulse-coupled neural networks are gaining attention [l-51. Many different models of pulse- 
coupled neural networks have been proposed. Most of those electronic models are based on voltage or 
current controled oscillators. Other models use spike generators which include a step function generator 
with negative feedback 16-12]. A good review of electronic models of pulse-coupled neural networks is 
given in [13,14]. In the present work, a new simple circuit implementation of a pulse type neural cell is 
proposed. This cell uses the concept of two capacitors with two different time constants. One capacitor is 
used to integrate incoming signals, and the second is responsible for the refractory period and threshold 
change &er the pulse is generated. 
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Fig. 1 Concept diagram of the neural cell 
2. Concept of the cell 

The concept diagram of the neuron cell is shown in Fig. 1. The circuit has two capacitors, C1 and 
C2. The stored charge on capacitor C1 corresponds to  the charge of sodium ions accumulated on the 
external side of the neuron membrane, and the charge stored on capacitor C2 corresponds to the 
potassium ions stored inside of the neuron cell. The potential due to sodium ions changes faster than the 
potential due to potassium ions. Therefore the time constant of the C1 circuit is smaller then the time 
constant of the C2 circuit. If the potential on C1 exceeds the potential on C2 by the threshold value of 
transistor M1, then transistor M1 will activate transistors M2 and M3, leading to the rapid increase of 
the potentials on both capacitors. This positive feedback through transistors M1, M2 and M3 will be 
quickly terminated once capacitor C2 is fully charged and all transistors are turned off. During the 
recovery process, capacitor C2 is slowly discharged by resistor R2 and the neuron cell does not respond to 
incoming excitations. The transient response of the circuit of Fig 1 for a shifted sinusoidal excitation is 
shown in Fig 2. During this refractory period the input threshold slowly decreases to the initial value. 
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In an actual CMOS implementation, resistors should not be used. In order to limit maximum 
input excitation and to generate a nonlinear input to frequency conversion, an additional transistor M4 is 
connected in diode mode as in Fig. 3. They are replaced by transistors as shown in Fig. 3. In this circuit, 
the both positive and negative current pulse outputs are generated. Each output may have a Werent 
weight adjusted by the Lrw ratio of output transistors. An example of the output current generated by 
the circuit of Fig. 3 with an input similar to Fig. 2 is shown in Fig. 4(a), while Fig. 4(b) shows the 
response for a ramp generator at the input. One can observe an almost constant frequency for high input 
excitation. 
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Fig. 2. Responses of the circuit from Fig. 1 excited with a shif%ed sinusoidal input, (a) voltages on C1 and 

6 2 ,  (b) current of transistor M3 
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Fig. 3. Actual circuit of neural cell in CMOS implementation. 

3. Distributed cells - pulse shaping action in axons 

While neural cells in nervous systems are small, their mons for transmitting pulse trains may be 
very long. Those mons may be coated with a myelin sheath, which takes the form of a series of nodes. 
These nodes of Ranvier create a segmented effect, allowing passage of sodium and potassium ions. 
Without the pulse shaping action, traveling pulses could be seriously attenuated and dispersed. 
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Therefore axons which have similar membrane structures should be able to regenerate the shape of 
transmitting pulses. It is interesting that the proposed neural circuit can be also used for creation of an 
axon. The inputs of a series of neural cells can be connected in a chain by simple coupling resistors as 
shown in Fig. 5. 
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Such a diagram has very interesting property. The incoming pulses are shaped as they move 
dong the axon. F'ig. 6 demonstrates the pulse shaping action for both narrow and wide pulses. When a 
pulse is too narrow it will be annihilated. On other hand, ifthe pulse is very wide it can generate a series 
of two or more pulses. The time interval between pulses will be shortened as the magnitude of the input 
excitation increases. 

When the axon circuit is excited with a series of pulses, then those pulses can be transmitted 
through the axon if pulses are widely separated, as shown in Fig. 7 (a). Alternatively, only every second 
pulse can be transmitted when the time interval between pulses is small, as shown in Fig. 7 (b). Note, 
that this circuit has full symmetry and the pulse shaping action can be observed for both directions. 
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Also, if two pulses travel from opposite directions they will annihilate each other. 
collision is also observed in real mons. 
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Fig. 6. Pulse shaping action for (a) narrow pulse (voltages on all nodes shown) and (b) wide pulse (only 
the input pulse and the last node shown). 
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(b) 
Fig. 7. Axon response for the series of pulses (a) with large time interval between pulses all pulses are 

transmitted through axon, (b) with smaller interval between pulses only every second pulse is 
transmitted. 
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4. Conclusion 

A pulse-coupled neuron circuit is proposed. This circuit uses a positive feedback circuit with two 
capacitors. One corresponds to the sodium ion potential and the other corresponds to the potassium ion 
potential. The proposed cell can be easily implemented in CMOS technology. The circuit behaves like a 
real neuron, generating a pulse train in which the frequency increases with an increase of input 
excitation. The circuit threshold increases after pulse generation and then gradually returns to the 
initial level. When neural segments are coupled by large resistors in a chain, an electronic axon is 
formed, in which most of the properties of biological mons can be observed. Operation of the proposed 
circuit was verified with SPICE simulations. 
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