
Introduction to RBF Trainer 1.0 
 

This software, RBF Trainer 1.0, is used for RBF network design, in order to solve 

function approximation problems and pattern classification problems. It contains the 

properties: 

 Both first and second order gradient descent methods are implemented; 

 Parameters, including input weights u, output weights w, centers c and widths σ, 

can be adjusted, as shown in Fig. 1; 

 Various options for initial settings, including randomly selection, fixed values, 

reading initial settings from file and the recently developed error correction 

algorithm; 

 Both off-line and on-line (for the error correction algorithm) training procedures 

are implemented. 

 Designed RBF networks can be tested, by both training data and new data. 
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Fig. 1 General architecture of RBF network, with I inputs, H RBF units and M outputs; 

parameters include input weight matrix u (H×I), output weight vector w ((H+1)×M), 

center matrix c (H×I) and width vector σ (1×H) 

 

For a given pattern p, the output of each RBF unit h is calculated by: 
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Where:   hiiphphphp uxuxux ,,,22,,11,ux , and ||•|| represents the 

computation of Euclidean norm. 

Then the output m of the network is calculated by 
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1. Files 

The software consists of 4 files: RBF_Trainer.exe, PlotFor1D.m, PlotFor2D.m and 

this file Intro.pdf. 

RBF_Trainer.exe: execute file for RBF trainer; 

PlotFor1D.m: used for plotting the test results of designed RBF networks (2-D only); 

PlotFor2D.m: used for plotting the test results of designed RBF networks (3-D only); 

Intro.pdf: used for introducing how to use the RBF trainer. 

In order to use the RBF trainer, there should be other files, including the data files 

(*.dat or *.txt), initial files (*.ini), training result files (.txt) and testing output files (.txt). 

Data files: in “*.dat” or “*.txt” format. Each line consists of inputs and one output. 

The number of lines is equal to the number of patterns. 

 

 
Fig. 2 Data file with two inputs and one output 

 

Initial files: in “*.ini” format. The initial files consist of four lines of data: the first 

line is the input weights, the second line of the output weights, the third line is the centers 

and the fourth line is the widths. Fig. 3 shows a sample of initial file, consists of 

parameters of 5 RBF units, as shown in Fig. 4. 

 

 



 
Fig. 3 Initial file, with 5 RBF units 
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Fig. 4 Five RBF units with initialization in Fig. 3 

 

The parameters in Fig. 3 is organized as 

Input weights: u1,1, u2,1, u1,2, u2,2, u1,3, u2,3, u1,4, u2,4, u1,5, u2,5 

Output weights: w0, w1, w2, w3, w4, w5 

Centers: c1,1, c1,2, c2,1, c2,2, c3,1, c3,2, c4,1, c4,2, c5,1, c5,2 

Widths: σ1, σ2, σ3, σ4, σ5 

 

Training result files: in “{year}{month}{day}_{hour}{minute}{second}_ result.txt” 

format, as shown in Fig. 5. They contain the training information, including the number 

of RBF units, training iterations, average training error, initial parameter settings and 

final training results. 



 
Fig. 5 Training result file 

 

Testing output files: in “{year}{month}{day}_{hour}{minute}{second}_ output.txt” 

format. Each row consists of inputs, desired output, actual output and error, as shown in 

Fig. 6. 

 
Fig. 6 Testing output file for a two-dimension case 

 

 

2. Graphical User Interface 

 

Fig. 2 shows the graphical user interface of the RBF trainer: 



 
Fig. 7 Graphical user interface of the RBF Trainer 

 

Let us explain the function of each part. 

 

Training Algorithm Selection 

As shown in Fig. 8, there are five algorithms: “second order gradient method”, “improved 

second order method”, “error correction algorithm”, “first order gradient algorithm” and 

“improved first order algorithm”. 

 Second Order Gradient Method: using second order algorithm to adjust 

parameters, including output weights, centers and widths. 

 Improved Second Order Method: using second order algorithm to adjust 

parameters, including input weights, output weights, centers and widths. 

 Error Correction Algorithm: using second order algorithm to adjust parameters, 

including output weights, centers and widths. In this algorithm, the RBF units are 

added one by one, initialed with optimally selected centers. 

 First Order Gradient Method: using first order gradient descent method to adjust 

parameters, including output weights, centers and widths. Momentum is used to 

improve the performance. 

 Improved First Order Method: using first order gradient descent method to adjust 

parameters, including input weights, output weights, centers and widths. 

Momentum is applied to improve to performance. 

 



 
Fig. 8 Algorithm selection 

 

Parameter Setting: 

There are three general parameters: number of iterations, desired average error and 

number of trials. 

 Number of Iterations: the training process will keep running until (a) reach the 

desired average error, or (b) reach the setting number of iterations, or (c) 

manually stopped. 

 Desired Average Error: smallest average sum square error, as the destination of 

training. 

 Number of Trials: number of repeating times for training, with different initial 

conditions. 

 
Fig. 9 General Parameters 

 

Training Parameter Monitor: 

This window is used to monitor the training process: 

 
(a)                                                          (b) 

Fig. 10 Parameters monitor: (a) error correction algorithm; (b) other algorithms  

 

Plotting area 

Fig. 11 shows the plotting of average SSEs as the increasing of number of iterations. The 

scales of x and y axis will be adjusted automatically, during the training process. Also, by 



click the right button of mouse, the popup menu will be helpful for manually setting the 

scales of x and y axis. 

   

 
Fig. 11 Plotting of Average Sum Square Errors vs. Number of Iterations 

 

Also the final average SSE of each training process is plotted for different trials in Fig. 12. 

Different results will be obtained because of the different initial conditions. 

 

 
Fig. 12 Plotting of Average Sum Square Errors vs. Number of Trials 

 

For error correction algorithm, the coordinates in Fig. 12 will change as shown in Fig. 13, 

which presents the average SSE changes when the number of RBF units increases. 



 
Fig. 13 Plotting of average sum square errors as the increase of number of RBF units 

 

The plotting in Fig. 14 is only for two-dimension classification problem. 

 
Fig. 14 Plotting of average sum square errors as the increase of number of RBF units 

 

Training Control 

 Load Data: used for training data load. After selecting the data file, the data 

information will be shown as in Fig. 15. Notice that data set type should be 

chosen properly for correct plotting. 



 
Fig. 15 Training data information 

 

 Initialization: used for training parameter initialization. As shown in Fig. 16 

Learning constant and Momentum are used for first order algorithms. Network 

parameters, including input weights, output weights, widths and centers can be 

chosen manually or read from file. For error correction algorithm, the 

initialization is different as shown in Fig. 17 and only one parameter is required. 

 

 
Fig. 16 Initial condition settings for all algorithms except error correction algorithm 

 



 
Fig. 17 Initial condition settings for error correction algorithm 

 

 Start Training: this button is used to start the training process after “Load Data” 

and “Initialization” steps. When the training process is running, the “Start 

Training” becomes “Stop Training”. The training process will be stopped if it is 

clicked. 

 

Plotting Control 

 Clear Curves: all plotting will be removed if this button is clicked. 

o One Curve: only one curve will be shown for each case or trial 

o Multiple Curves: all curves will be shown at the same coordinate 

Testing Control 

 Training Patterns: the trained RBF networks will be tested by training data set 

 Testing Patterns: the trained RBF networks will be tested by testing data set 

which should have the same format as the training data set 

 Create 1-D Patterns: used for one-dimensional input testing. New data will be 

generated and applied for testing automatically, once the range and number of the 

points are selected. 

 Create 2-D Patterns: used for two-dimensional inputs testing. New data will be 

generated and applied for testing automatically, once the range and number of the 

points for each dimension are selected. 

 
Fig. 18 Settings of range and number of the data points for 2-D inputs 

 



3. Examples 

In this section, let us apply three examples to show how to use the RBF Trainer. 

Two-spiral Problem 

a. Click “Load Data” button, load data file “2spiral.dat” in “Examples”“Two 

spiral” folder; 

 
b. Select “Error Correction Algorithm” 

 
c. Click “Initialization”, set 35 as the maximum number of RBF units 

 
d. Click “Start Training”. The training process will be ended when average training 

SSE less than 0.0001. The results is shown in figures below. 

 
 

Peak Surface Approximation 

a. Click “Load Data”, load data file “peak.dat” in “Examples” “Peak” folder. 

b. Select “Error Correction Algorithm” 

c. Click “Initialization”, set 1 as the maximum number of RBF units 

d. Click “Start Training” 

e. Wait until training stops when the number of iterations reaches 200. 

f. In generalization area, choose “Create 2-D Patterns” 

 



g. Click “Verification” and fill in the editing boxes as shown in figure below 

 
h. Open MALAB, load file “PlotFor2D.m” and execute it. 

 
i. Repeat steps c to h, for maximum number of RBF units equal to 2, 3, 4 and 5, 

respectively. The results shown below. 

 

 
 



Online Training 

a. Click “Load Data”, load data file “original_data.txt” in “Examples” “Online 

Training” folder. 

b. Choose “Error Correction Algorithm” 

c. Click “Initialization”, set 4 as the maximum number RBF units 

d. Click “Start Training” 

e. After the training process the classification result is shown 

 
f. Click “Online Training” 

 
g. Click “Browse…” to load data “original_data - ext.txt”; set the extra number of 

RBF units as 2  

 
h. Click “OK”, then the training data set changes as shown in figure below. Two 

more red points are added. 

 
i. Click “Start Training”. After training, the results shown as 



 
 

 

The RBF Trainer will keep being updated. 

 

Notice: In this version, the RBF Trainer is only used for problems with one output case. 


