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a b s t r a c t

Cognitive radio (CR) is an emerging wireless communications paradigm of sharing spec-
trum among licensed (or, primary) and unlicensed (or, CR) users. In CR networks, interfer-
ence mitigation is crucial not only for primary user protection, but also for the quality of
service of CR user themselves. In this paper, we consider the problem of interference mit-
igation via channel assignment and power allocation for CR users. A cross-layer optimiza-
tion framework for minimizing both co-channel and adjacent channel interference is
developed; the latter has been shown to have considerable impact in practical systems.
Cooperative spectrum sensing, opportunistic spectrum access, channel assignment, and
power allocation are considered in the problem formulation. We propose a reformula-
tion–linearization technique (RLT) based centralized algorithm, as well as a distributed
greedy algorithm that uses local information for near-optimal solutions. Both algorithms
are evaluated with simulations and are shown quite effective for mitigating both types
of interference and achieving high CR network capacity.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

A cognitive radio (CR) is a frequency-agile wireless
communication device that can sense the radio environ-
ment and dynamically reconfigure its radio parameter
and behavior to adapt to changes in the radio environment.
CR represents a paradigm change in spectrum regulation
and sharing. Its high potential has attracted substantial
interest from industry, academia, and policy makers. Con-
siderable CR research has been focused on developing
effective spectrum sensing and access techniques, two core
components of a CR system (e.g., see [2,3]). FCC has re-
cently issued rules and guidelines for unlicensed opera-
tions in the TV bands that require a combination of
device geo-location and database lookup for channel ac-
cess [4].

Although the basic concept of CR is intuitive, there exist
numerous challenging problems to be solved to fully har-
vest its potential. To support many bandwidth-intensive
applications in CR networks, it is desirable to achieve high
network throughput under the constraint of limited inter-
ference to primary users. Due to the use of open space as
transmission medium, wireless network capacity is usually
constrained by interference. A CR user’s transmission will
generate interference not only to the neighboring primary
users, but also to other CR users sharing the same or adja-
cent channels. Therefore, interference mitigation is crucial
not only for primary user protection, but also for the qual-
ity of service of CR user themselves. Effective interference
mitigation techniques are indispensable to realize the high
potential of CRs.

Generally, there are two types of interference that
should be considered in such multi-channel environment.
The first type, co-channel interference (CCI), is due to the
coexisting transmitters occupying the same band as the
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victim receiver. A widely used approach for CCI mitigation
is to assign different channels to the interfering transmit-
ters near the victim receiver [5–7]. The second type is adja-
cent channel interference (ACI), which is in the form of
power leakage from adjacent channels. ACI is mainly due
to imperfect design of transmit filters and amplifiers. The
harmful impact of ACI on network throughput was demon-
strated in a recent work [8]. ACI can also be mitigated by
appropriate channel allocation and power control. Both
types of interference should be considered in the design
of CR network protocols.

In this paper, we consider a CR network consisting of
multiple CR transmitter receiver pairs. The primary net-
work comprises a base station sending data to primary
users using a set of licensed channels. The CR nodes collab-
oratively sense the licensed channels and exploit spectrum
opportunities for data transmission. We investigate the
problem of maximizing the CR network throughput while
bounding the interference to primary users. We incorpo-
rate several important components such as cooperative
spectrum sensing, spectrum sensing errors, and opportu-
nistic spectrum access into the cross-layer optimization
framework. In the problem formulation, we specifically
consider mitigating CCI among CR users and ACI for both
CR and primary users, through optimized channel assign-
ment and transmit power control for CR users.

The formulated problem is a Mixed Integer Nonlinear
Programming (MINLP) problem, due to the use of index
variables for channel assignment and logarithmic relation-
ship between link capacity and signal to noise ratio (SNR).
Such problems are NP-hard in general. We first propose a
reformulation–linearization technique (RLT)-based cen-
tralized algorithm that computes near-optimal solutions
in polynomial time [9]. We then develop a distributed
greedy algorithm that uses only local information and
computes near-optimal solutions. Through simulation
studies, we find the distributed greedy algorithm outper-
forms both the RLT-based centralized algorithm and a heu-
ristic channel assignment algorithm that exploits
multiuser diversity with considerable gains.

The remainder of this paper is organized as follows. We
describe the system model and preliminaries in Section 2.
We present the problem formulation and develop the central-
ized and distributed algorithms in Section 3. Our simulation
studies are shown in Section 4 and related work is discussed
in Section 5. Section 6 concludes the paper. Throughout the
paper, a symbol with a super-script ‘‘+’’ means a parameter
related to the adjacent channel with a higher index; a symbol
with a super-script ‘‘�’’ means a parameter related to the
adjacent channel with a lower index.
2. System model and preliminaries

2.1. Primary and CR network model

As shown in Fig. 1, we consider a primary network
where a base station transmits data to primary users using
M licensed channels with non-overlapping spectrum.
Without loss of generality, we assume the channels have
identical bandwidth. We assume that each primary user
is equipped with one transceiver and can communicate
with the primary base station via one of the licensed chan-
nels. Let Pm be the subset of primary users that are tuned
to channel m. All the Pm’s are generally assumed non-
empty.

As in prior work [2,10], we assume that the primary
network uses a synchronous time slot structure. The occu-
pancy of each channel can be modeled as a discrete-time
Markov process. The status of channel m in time slot t is
denoted by SmðtÞ: when the channel is idle, we have
SmðtÞ ¼ 0; when the channel is busy, we have SmðtÞ ¼ 1.
Let P01

m and P10
m be the transition probability from state 0

to 1 and that from state 1 to 0 for channel m, respectively.
The utilization of channel m with respect to primary user
transmission, denoted by gm, can be written as

gm ¼ PrfSmðtÞ ¼ 1g ¼ lim
T!1

1
T

XT

t¼1

SmðtÞ ¼
P01

m

P01
m þ P10

m

: ð1Þ

Within the coverage of the primary network, there are K
pairs of cognitive radio (CR) transmitters and receivers that
explore the spectrum opportunities in the M licensed chan-
nels for data communications. Each CR node is equipped
with two transceivers: a control transceiver that operates
on a dedicated control channel (which we assume is reli-
able as in prior work [2,10]), and a data transceiver incorpo-
rating a software defined radio (SDR) that is able to tune to
any of the M licensed channels.

CR nodes access the licensed channels following the
same time slot structure as in the primary network. For
CR nodes, each time slot consists of a sensing phase and
a transmission phase. In the sensing phase, a CR node
chooses one of the M channels to sense using its data trans-
ceiver, and then exchanges the sensed channel information
with other CR nodes using its control transceiver over the
control channel. During the transmission phase, the CR
node tunes its data transceiver to one of the M channels
to transmit or receive data based on sensing results.

2.2. Cooperative spectrum sensing

We adopt a hypothesis test to detect the availability of
each licensed channel. The null hypothesis and the alterna-
tive hypothesis are:

Hm
0 : channel m isidle

Hm
1 : channel m isbusy:

(
ð2Þ

During the sensing phase, the CR nodes exchange their
sensing results through the control channel. For the nth
sensing result on channel m, we consider both types of
sensing errors, i.e., false alarm with probability �m

n and miss
detection with probability dm

n , respectively. It has been
shown that these sensing errors are inevitable and should
be considered in CR networking protocol design [2,5]. We
than have

�m
n ¼ PrðHm

n ¼ 1jHm
0 Þ

dm
n ¼ PrðHm

n ¼ 0jHm
1 Þ;

(
ð3Þ

where Hm
n is the nth sensing result on channel m. Given N

sensing results on channel m, the conditional probability
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Fig. 1. The primary and CR network model.
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that channel m is available, denoted by PA
mðH

m
1 ; � � � ;H

m
N Þ,

can be computed as [6]:

PA
mðH

m
1 ; � � � ;H

m
N Þ ¼ 1þ gm

1� gm

YN
n¼1

ðdm
n Þ

1�Hm
n ð1� dm

n Þ
Hm

n

ð�m
n Þ

Hm
n ð1� �m

n Þ
1�Hm

n

" #�1

:

ð4Þ

When one or more sensing results are received at a CR
node, let the sensing result vector be ~Hm

n ¼ ½H
m
1 ; � � � ;H

m
n �

for the n received sensing results on channel m. The condi-
tional channel availability probability can be computed
iteratively as follows.

PA
mðH

m
1 Þ ¼ 1þ gm

1� gm
� ðd

m
1 Þ

1�Hm
1 ð1� dm

1 Þ
Hm

1

ð�m
1 Þ

Hm
1 ð1� �m

1 Þ
1�Hm

1

" #�1

ð5Þ

PA
mð~Hm

n Þ ¼ PA
mðH

m
1 ;H

m
2 ; � � � ;H

m
n Þ

¼ 1þ 1
PA

mðH
m
1 ;H

m
2 ; � � � ;H

m
n�1Þ
� 1

" #
� ðd

m
n Þ

1�Hm
n ð1� dm

n Þ
Hm

n

ð�m
n Þ

Hm
n ð1� �m

n Þ
1�Hm

n

( )�1

;

n ¼ 2; � � � ;N: ð6Þ
2.3. Opportunistic channel access

Let DmðtÞ be a decision variable indicating whether
channel m will be accessed in time slot t. It is defined as

DmðtÞ ¼
0; if channel m is considered idle
1; otherwise

�
for m ¼ f1;2; � � � ;Mg:

ð7Þ

Based on the spectrum sensing result PA
mð~Hm

N Þ, channel
m will be accessed (i.e., when DmðtÞ ¼ 0) with probability
PD

mð~Hm
N Þ, and it will not be accessed (i.e., when DmðtÞ ¼ 1)

with probability 1� PD
mð~Hm

N Þ. We show how to compute
PD

mð~Hm
N Þ in the following.

For primary user protection, the probability that a CR
transmission collides with primary user transmissions
should be smaller with a threshold prescribed by the pri-
mary network, denoted by cm for channel m. The primary
user protection condition can be written as
1� PA
mð~Hm

N Þ
h i

PD
mð~Hm

N Þ 6 cm: ð8Þ

To maximize the CR network throughput, PD
mð~Hm

N Þ
should be set to a probability as large as possible, as al-
lowed by the maximum collision rate constraint. We have
from (8)

PD
mð~Hm

N Þ ¼min
cm

1� PA
mð~Hm

N Þ
;1

( )
: ð9Þ

Let AðtÞ :¼ fmjDmðtÞ ¼ 0g be the subset of channels that
are identified to be idle in time slot t. Then its complement
set AðtÞ is the subset of channels that are believed to be
busy in time slot t (i.e., being used by primary users). We
next investigate how to effectively assign the channels in
AðtÞ to the CR transmitters and how to choose transmit
power for the CR transmitters, such that the CR network
throughput is maximized under both interference and col-
lision rate constraints.
2.4. Channel interference model

We consider Co-channel interference (CCI) among CR
users sharing the same licensed channel and Adjacent chan-
nel interference (ACI) for both CR and primary users in this
paper. The CCI and ACI models are presented in the
following.
2.4.1. Co-channel interference
CCI is caused by the CR user transmissions sharing the

same channel as the victim receiver. Before introducing
the interference model, we define index variables xm

k indi-
cating the channel assignment for the CR links as follows:

xm
k ¼

1; if channel m is used by CR linkk

0; otherwise;

�
m ¼ 1; � � � ;M; k ¼ 1; � � � ;K:

ð10Þ

Let T k and Rk be the transmitter and receiver of CR link
k, respectively. The CCI at CR receiver k on channel m, de-
noted by Cm

k , is
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Cm
k ¼

X
i2U;i–k

Gm
T i ;Rk

Pm
i xm

i

¼
X
i2U

Gm
T i ;Rk

Pm
i xm

i � Gm
T k ;T k

Pm
k xm

k ; ð11Þ

where Gm
T i ;Rk

is the channel gain from CR transmitter i to CR
receiver k on channel m; Pm

i is the transmit power of CR
transmitter i on channel m, and U :¼ f1;2; � � � ;Kg is the
set of transmitter/receiver pairs in the CR network.

2.4.2. Adjacent channel interference
In addition to CCI, a CR receiver may also be interfered

by transmissions on an adjacent channel, when the chan-
nels are not strictly orthogonal. The interferer could be
either a CR transmitter or a primary transmitter (e.g., the
primary base station) on the adjacent channel. Such ACI
is shown to be harmful with testbed experiments in a re-
cent work [8].

Due to the imperfect design of band-pass filters, a por-
tion of the power on the adjacent channel may leak to the
channel being used by CR users. Such leakage is also con-
sidered as noise. For ease of explanation, we only consider
the ACI from a direct neighboring channel in this paper. Let
bþm be the ratio of leakage power from channel (m + 1) to m,
and b�m the ratio of leakage power from channel (m � 1) to
m. We term these leakage power ratios ACI factor, which
depends on the spectral properties, such as inter-channel
distance and channel width, and band-pass filter design.

For a channel m, if its adjacent channel (m + 1) is idle,
then the ACI is due to the concurrent CR transmissions
on channel (m + 1). We have

ACþm;k ¼ ½1� Dmþ1ðtÞ�bþm
X

i2U;i–k

Gmþ1
T i ;Rk

Pmþ1
i xmþ1

i

¼ ½1� Dmþ1ðtÞ�bþmCmþ1
k : ð12Þ

Alternatively, if the adjacent channel (m + 1) is busy,
then the ACI is caused by a primary transmission on chan-
nel (m + 1). We have

APþm;k ¼ Dmþ1ðtÞbþmGmþ1
0;Rk

Q mþ1; ð13Þ

where Gmþ1
0;Rk

is the channel gain from the primary transmitter
to CR receiver k on channel (m + 1), and Qmþ1 is the transmit
power of the primary transmitter on channel (m + 1).

Similarly, ACI on channel m may also come from the
adjacent channel on the other side, i.e., channel (m � 1).
We define AC�m;k and AP�m;k as the interference due to CR
transmission and primary transmission on channel m� 1,
respectively. These can be computed as

AC�m;k ¼ ½1� Dm�1ðtÞ�b�mCm�1
k ð14Þ

AP�m;k ¼ Dm�1ðtÞb�mGm�1
0;Rk

Q m�1: ð15Þ

The total ACI on channel m from its two adjacent chan-
nels can be written as

Am
k ¼ ACþm;k þ APþm;k þ AC�m;k þ AP�m;k: ð16Þ

Without loss of generality, we assume AC�1;k;AP�1;k;ACþM;k

and APþM;k are all zero for channels 1 and M. This is because
the adjacent channels 0 and (M + 1) are used by neither
primary nor CR users.
On the other hand, primary users may also be interfered
by CR users transmitting on an adjacent channel. If channel
m is used by primary user j and channel (m + 1) is available
for CR user access, the ACI received by the primary user is

BCþm;j ¼ ½1� Dmþ1ðtÞ�bþm
X
i2U

Gmþ1
T i ;j

Pmþ1
i xmþ1

i : ð17Þ

The ACI received by the primary user from CR transmis-
sions on channel (m � 1) is

BC�m;j ¼ ½1� Dm�1ðtÞ�b�m
X
i2U

Gm�1
T i ;j

Pm�1
i xm�1

i : ð18Þ

Considering ACI from both sides of channel m, the total
ACI at a primary receiver can be written as:

Bm
j ¼ BCþm;j þ BC�m;j: ð19Þ

Again, we assume BC�1;j and BCþM;j are zero for the two
border channels 1 and M.

3. Channel selection and power allocation

3.1. Problem statement

At each cognitive radio (CR) receiver, both types of
interference from co-channel and adjacent channels are
treated as noise. Let tm

k be the SNR at CR receiver k on chan-
nel m. Then tm

k can be written as

tm
k ¼

Gm
T k ;Rk

Pm
k xm

k

N0 þ Cm
k þ Am

k

; ð20Þ

where N0 is the channel noise power. The objective is to
maximize the capacity of the CR network as approximated
by Shannon capacity. Without loss of generality, we as-
sume that each channel has unit bandwidth. The objective
function becomes

max
Pm

k ;x
m
k

X
k2U

X
m2AðtÞ

log2ð1þ tm
k Þ: ð21Þ

Since each CR user is able to access one channel in each
time slot, we have the following channel access constraint.X
m2AðtÞ

xm
k 6 1; for all k 2 U: ð22Þ

Furthermore, each CR transmitter is limited by a peak
power constraint. That isX
m2AðtÞ

Pm
k xm

k 6 C; for all k 2 U: ð23Þ

As discussed, the interference from CR transmissions to
primary users should be bounded. Recall that AðtÞ is the
set of busy channels and Pm is the set of primary users
using channel m. Letting the ACI bound be X, we have

Bm
j 6 X; for all m 2 AðtÞ; j 2 Pm: ð24Þ

Problem (21) with constraints (22)–(24) maximizes the
CR network capacity while bounding the total interference
(i.e., both common channel interference (CCI) and adjacent
channel interference (ACI)) to primary users. Note that the
maximum collision rate constraint caused by CR transmis-
sions (8) is satisfied by choosing the channel m access



0

Fig. 2. The polyhedral outer approximation of a logarithm function
y ¼ log2ðxÞ in x0 6 x 6 x3.

1 It is easy to see that the three-point tangential approximation is the
minimum requirement (i.e., L P 2) to bound a logarithm curve with the
resulting polygon. Usually, a larger L provides a tighter polygon and thus
achieves a smaller gap between the upper and lower bounds. However, a
larger L will introduce more linear constraints (see Eq. (29)) for each
logarithm term and increases the computational complexity. So there is
actually a tradeoff here. In our prior work [9], we show that this approach
can be incorporated into the branch-and-bound algorithm to iteratively
tighten the approximation, but at a higher computational complexity. In
our numerical studies, and also according to our previous experience with
this technique, L = 3 is sufficient for good results.
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probability PD
mð~Hm

N Þ as in (9). Based on spectrum sensing re-
sults, we need to determine channel access (as given by the
xm

k ’s) as well transmit powers (as given by the Pm
k ’s) for CR

users. This is an MINLP problem, which is NP-hard in gen-
eral and cannot be solved exactly in polynomial time. For
this problem, we first describe below how to derive upper
and lower bounds with a centralized algorithm, and then
present a distributed algorithm that decomposes Problem
(21) into a channel assignment subproblem and a power
allocations subproblem in the next section.

3.2. Centralized Algorithm and Performance Bounds

In this section, we first obtain an upper bound by relax-
ing the problem with RLT [9]. The lower bound is then
computed with a sequential fixing (SF) algorithm [11,12].
To obtain a linear relaxation of the MINLP problem, we
first allow the binary variables xm

k to take real values in
[0,1]. Second, the product term Pm

k xm
k is replaced by a

substitution variable /m
k ¼ Pm

k xm
k . Since 0 6 Pm

k 6 C and
0 6 xm

k 6 1, we derive the following RLT bound-factor prod-
uct constraints.

ðPm
k � 0Þðxm

k � 0ÞP 0

ðPm
k � 0Þð1� xm

k ÞP 0

ðC� Pm
k Þðxm

k � 0ÞP 0

ðC� Pm
k Þð1� xm

k ÞP 0

8>>>>>><
>>>>>>:

ð25Þ

Rearranging the terms, we have

/m
k P 0

Pm
k � /m

k P 0

Cxm
k � /m

k P 0

Pm
k þ Cxm

k � /m
k 6 C:

8>>>>>><
>>>>>>:

ð26Þ

Finally, the logarithm term log2ð1þ tm
k Þ in the objective

function can be decomposed into the difference between
two logarithm terms, denoted by ym

k and zm
k , respectively,

as follows.

log2ð1þ tm
k Þ ¼ log2ðN0 þ Cm

k þ Am
k þ Gm

T k ;Rk
Pm

k xm
k Þ

� log2ðN0 þ Cm
k þ Am

k Þ
¼ ym

k � zm
k ; ð27Þ

where ym
k :¼ log2ðN0 þ Cm

k þ Am
k þ Gm

T k ;Rk
Pm

k xm
k Þ and

zm
k :¼ log2ðN0 þ Cm

k þ Am
k Þ. For a general logarithm term

log2ðxÞ, we can linearize it over some tightly bounded re-
gions with a polyhedral outer approximation. For example,
if x is bounded by x0 6 x 6 xL, we can determine L evenly
spaced points as

xl ¼ x0 þ
l
L
ðxL � x0Þ; gfor l ¼ 0;1; ; L: ð28Þ

Then the logarithmic function y ¼ log2ðxÞ can be substi-
tuted with the following linear constraints.

y P log2ðxLÞ�log2ðx0Þ
xL�x0

ðx� x0Þ þ log2ðx0Þ

y 6 1
lnð2Þxl

ðx� xlÞ þ log2ðxlÞ; for l ¼ 0; � � � ; L:

8<
: ð29Þ
In this paper, we use a four-point (i.e., L = 3) tangential
approximation.1 The upper and lower bound of ym

k and zm
k

can be obtained by letting /m
k be 0 and C, respectively. The

five linear constraints given in (29) that form the polyhedral
outer approximation are plotted in Fig. 2.

With the above three-step relaxations, we thus obtain
a linear programming (LP) relaxation for Problem (21).
Solving the LP relaxation with an LP solver, we can ob-
tain a possibly infeasible solution due to the relaxations,
which can serve as an upper bound for the original
problem.

We next present a sequential fixing (SF) Algorithm in
Algorithm 1 for deriving a feasible near-optimal solution.
In Steps 3–9, the variable xm0

k0 that is closest to 0 or 1 is
chosen and rounded to the nearest binary integer. Once
xm0

k0 is fixed to 1, all the other variables xm
k0 with the same

subscript k0 are fixed to 0, due to constraint (22). Then
the problem can be reformulated with a reduced size,
and solved again iteratively, until all the binary variables
xm

k ’s are fixed. In Step 16, the transmit powers Pm
k ’s are

derived when the channel assignment is determined.
Note that here we still need to formulate and solve an
LP relaxation with respect to the logarithmic terms, since
even when the binary variables are fixed, the problem is
still non-convex. Finally, in Step 17, we substitute the
near-optimal feasible solution into the original objective
function (21) to obtain a lower bound for the global
optimum.
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Generally, solving such an LP relaxation may produce
an infeasible solution to the original problem due to the
relaxations; a local search algorithm is then needed to find
a feasible solution in the neighborhood. However, local
search is not necessary in our problem. First, the SF algo-
rithm determines binary values for all the xm

k ’s, such that
constraint (10) is satisfied. Second, from the RLT bound-
factor product constraints (26), we have that /m

k ¼ Pm
k

when xm
k ¼ 1; and /m

k ¼ 0 when xm
k ¼ 0. Once all the xm

k ’s
are set to binary values, by replacing /m

k with Pm
k or 0, the

linear inequality constraints now only contain the Pm
k ’s. Fi-

nally, although we use the polyhedral outer approximation
for the logarithmic terms, these terms are all in the objec-
tive function (21). It is easy to show that the feasible solu-
tions of the relaxed LP problem is a subset of the feasible
solution of the original problem, since the constraints of
the original problem is a subset of those of the relaxed LP
problem. Therefore, a feasible problem to the LP relaxation
is also feasible to the original problem. We only need to
substitute the feasible solution into the original objective
function (21) to obtain the corresponding objective value,
which is a lower bound for the original problem.

In our simulations, we find the upper bound quite loose,
but the lower bound is reasonably tight. The average-case
time complexity of the simplex method, a popular LP solv-
ing algorithm, is Oðn log nÞ for a problem with size n [13].
Thus the computational complexity of one iteration in SF
is OðMK logðMKÞÞ. Since the number of iterations in SF is
MK in the worst case, the overall average-case computa-
tional complexity of SF is OðM2K2 logðMKÞÞ.

It is also worth noting that the centralized scheme is
mainly used as a benchmark for comparison purpose. In
Section 4, we compare the centralized scheme with the
proposed distributed algorithm (see Section 3.3) to vali-
date the performance of the latter. We assume a dedicated
control channel and all the channel information are cor-
rectly delivered when executing the centralized algorithm.
In a real deployment, the control channel may introduce
errors and the performance of the centralized algorithm
may be worse.

3.3. Distributed algorithm

3.3.1. Distributed algorithm
Although the SF algorithm in Algorithm 1 can compute a

near-optimal solution in polynomial time, it is a centralized
algorithm that needs to know all the channel gains. In this
section, we present a distributed greedy algorithm for solving
Problem (21). With this algorithm, each CR transmitter esti-
mates channel gains from itself to primary users and all other
CR receivers, and each CR receiver estimates channel gains
from the primary base station and all other CR transmitters.

The distributed algorithm consists of two tiers: (i) the
upper tier is a channel assignment algorithm, which decides
which channel to access for a CR transmitter, and (ii) the
low tier is a power allocation algorithm, which decides how
much power can be allocated to transmit on each available
channel. In the channel assignment algorithm, we assume
that the transmit powers have already been allocated to each
available channel; the power allocation, denoted by an M � K
vector ~P, can be obtained from the power allocation algo-
rithm. Define the capacity of CR link k if it uses channel m as

Um
k ¼ log2ð1þ tm

k Þ: ð30Þ

Then in each loop, the channel with the lowest Um
k ð~PÞ is re-

moved from the available channel set AkðtÞ and the corre-
sponding xm

k is set to 0, until only one available channel is left.
The complete channel assignment algorithm is pre-

sented in Algorithm 2. With the algorithm, initially we as-
sume CR transmitter k uses all the channels in AðtÞ in Step
1. Then in Steps 2–6, we iteratively remove the channels
with the minimum capacity gain, until only one channel
is left. Finally, the transmit power is determined for the
chosen channel in Step 7. The loop (i.e., Steps 2–6) in the
channel allocation algorithm is executed at most M times
in the worst case, where M is the number of channels.

In the power allocation algorithm, the main idea is to

iteratively allocate a small amount of power D to the CR
link that can achieve the largest increase in (21). The algo-
rithm is presented in Algorithm 3. Let ~Dm

k be a vector whose
ðk� 1Þ �M þm½ �th element is D and all other elements are

0, indicating that power D is allocated to CR link k on



Fig. 3. An example of the distributed algorithm operation with two CR
users.
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channel m. Obviously, if CR link k is allocated with the
additional power D, the throughput of this CR link will in-
crease; if another CR link k0 – k is allocated with the addi-
tional power D, the throughput of CR link k will decrease.
The increase and decrease of the throughput of the CR link
are defined as:

� Em
k : the throughput increase for CR link k on channel m if

it gets the additional power D
� Cm

k0 ;k: the throughput decrease for CR link k if another CR
link k0 – k on channel m wins the additional power allo-
cation D.

In Steps 3–8, we calculate Em
k , but set it to 0 if either (23)

or(24) is not satisfied. In Steps 11–12, the net throughput
gains of all the possible power allocations are evaluated and
the combination with the largest profit is selected. We
assume the control information (i.e., Em

k and Cm
k0 ;k) are broad-

cast over orthogonal sub-channels, which means all CR users
are able to broadcast the information simultaneously. In Steps
13–15, the CR link with the largest positive profit wins the
additional power allocation D, if its profit is positive. Other-
wise, the power allocation algorithm is terminated with solu-
tion ~P, because no further power allocation can improve the
total throughput. The loop (i.e., Steps 3–16) in the power allo-
cation algorithm is executed at most C=D times in the worst
case (recall that C is the peak power constraint). Since the
overall distributed algorithm is a greedy algorithm, it will
stop within a finite number of steps.

3.3.2. A simple example

To better explain the distributed algorithm, consider a

simple example with two CR users 1 and 2. As shown in
Fig. 3, for each channel m, CR transmitter 1 calculates Em

1

and Cm
2;1 and CR transmitter 2 calculates Em

2 and Cm
1;2. The
two nodes then broadcast the values to each other. Once
a node receives the throughput decrease (i.e., C) from the
other node, it calculates its gain F as shown in the figure.
The power unit D is allocated to the node with the larger
Fm

k in this iteration. This power allocation algorithm is ter-
minated if both Fm

k from the two nodes are non-positive.
Once the power allocation algorithm is terminated, the
channel with the lowest Um

k ð~PÞ is removed from the avail-
able channel set AkðtÞ, until only one available channel is
left, as given in Algorithm 2.

With the distributed algorithm, the computational
complexity is quite low since each node just makes some
simple update of the three variables in each iteration, as
shown in Algorithm 3.
4. Performance evaluation

4.1. Simulation methodology

As can be seen in the problem statement, the problem
addressed in this paper is a Mixed Integer Nonlinear Pro-
gramming (MINLP) problem, which is NP-hard. For such
a complex problem, the main contribution of this paper
is to develop algorithms that can provide highly competi-
tive solutions. Since generally an efficient analysis is
not feasible for this problem, we validate the performance
of the proposed algorithms by comparisons with upper
and lower bounds and alternative approaches with
simulations.

For the results reported in this section, there are M = 6
licensed channels (unless otherwise specified) with identi-
cal transition probabilities P01

m ¼ 0:4 and P10
m ¼ 0:3 for all m.

The maximum collision probability with primary users is
cm ¼ 0:2 for all m. The transmit power of primary base sta-
tion is 30 dBm and the maximum acceptable interference
for the primary users is X ¼ 10 dBm. There are K = 6 trans-
mitter and receiver pairs in the CR network. The power of
CR transmitter is limited to Cm ¼ 27 dBm for all m. The
false alarm probability is �m

n ¼ 0:3 and the miss detection
probability is dm

n ¼ 0:3 for all m and n, unless otherwise
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specified. Rayleigh block fading channels are used in the
simulations.

We consider four types of results:

� The upper bound obtained by solving the RLT relaxation
as presented in Section 3.2.
� The centralized sequential fixing (SF) algorithm solution

given in Algorithm 1 (a lower bound).
� The distributed greedy algorithm given in Algorithms 2

and 3.
� A simple centralized heuristic algorithm, where each CR

transmitter chooses the best available channel to access
to exploit diversity gain. When the channels are
assigned and all the xm

k ’s are fixed, it then solves the
simplified problem (21) with MATLAB Optimization
Toolbox to find a near-optimal power allocation.

We run each simulation for 10 times, each with a differ-
ent random seed and each runs for a sufficiently long per-
iod of time until stable results are obtained. That is, each
point in the curves is the average of 10 simulations. This
approach allows us to compute the confidence intervals
for the simulation results. The computed 95% confidence
intervals are plotted as error bars in the figures, which
are all quite small in all the figures. Such small confidence
intervals make the simulation results credible.

4.2. Simulation results and discussions

We first examine the impact of the number of channels
M on the overall throughput of the CR network. In Fig. 4,
we increase M from 4 to 8, and plot the total throughput
of the CR network. As expected, the more licensed chan-
nels, the more spectrum opportunities are available for
the CR users. Thus the CR network throughput increases
with M. The curves of both SF and the heuristic algorithm
have lower slop than that of the distributed greedy algo-
rithm. It implies that the greedy algorithm is more efficient
in exploiting the addition spectrum opportunities for CR
transmissions, since it achieves large throughput gain for
an additional licensed channel. We find the upper bound
quite loose, while the lower bound is reasonably tight.
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Fig. 4. CR network throughput versus the number of licensed channels.
Therefore we omit the upper bound in the following
figures.

In Fig. 5, we investigate the impact of primary user
channel utilization g on the CR network throughput. The
throughput curves achieved by the algorithms are plotted
when g is increased from 0.3 to 0.7. Clearly, a smaller g al-
lows more spectrum opportunities for CR transmissions.
When the primary users get more busy, the spectrum
opportunities for CR users decreases and the throughput
of all the three algorithms decreases. It can be seen from
the figure that all the three curves decrease as g gets larger.
The CR network throughput of the distributed greedy algo-
rithm is better than that of the simple heuristic algorithm
and that of the centralized SF algorithm. In particular,
when g = 0.3, the distributed greedy algorithm achieves a
normalized throughput gain of 27.84% over the simple
heuristic algorithm, and a normalized throughput gain of
117.62% over SF. When g = 0.7, the distributed algroithm
achieves normalized throughput gains of 19.98% and
73.67% over the simple heuristic and SF, respectively.

Next we examine the impact of spectrum sensing errors
on the CR network throughput. Since such sensing errors
are generally unavoidable [2], it would be desirable for
the CR network protocols to be robust to such errors. In
Fig. 6, we test five pairs of {�,d} values as follows:
{0.2,0.48}, {0.24,0.38}, {0.3,0.3}, {0.38,0.24}, and
{0.48,0.2}. The CR network throughputs achieved by the
algorithms are plotted in the figure. It is interesting to
see that the throughput performance gets worse when
the probability of one of the two sensing errors gets large.
We can trade-off between false alarm and miss detection
probabilities to find the optimal operating point for spec-
trum sensing. Again, the throughput performance of the
greedy algorithm is superior to that of the heuristic algo-
rithm and doubles that of the SF algorithm.

We then investigate the impact of the ACI factor b on
the CR network throughput. The simulation results are pre-
sented in Fig. 7, where b is increased from 0 to 0.5. As ex-
pected, the CR network throughput is degraded by the
presence of ACI. The severer the ACI, the lower the CR net-
work throughput. When b is increased from 0 to 0.5, the
throughput degradations are 4.0647 Mbps, 3.8068 Mbps,
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Fig. 5. CR network throughput versus primary user channel utilization.
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and 3.3793 Mbps for the distributed algorithm, the simple
heuristic, and SF, respectively. The distributed greedy algo-
rithm outperforms both the simple heuristic algorithm and
SF with considerable gaps for the entire range of b
considered.

We also measure both types of interference in the sim-
ulations and exam the impact of the ACI factor b on chan-
nel interference. In Fig. 8, we increase b from 0 to 0.5 with
step 0.1 and plot the measured average interference in the
plots. The total average interference for each licensed
channel is shown in Fig. 8a, which consists of both ACI
and CCI. It can be seen that the total interference increases
as b gets larger, since there is more power leakage from
adjacent channels. The ACI and CCI components are plotted
in Fig. 8b and c, respectively. It can be seen that ACI almost
linearly increases with b. When b = 0, ACI is zero for all the
three schemes since there is no power leakage from neigh-
boring channels. When b = 0.5, the ACI of the proposed dis-
tributed scheme is about 92.32% of that of the simple
heuristic and 58.93% of that of SF. The proposed distributed
algorithm curve has the lowest slop among the three
schemes, indicating more effective control of ACI as b in-
creases. The fractions of ACI in the total average interfer-
ence are plotted in Fig. 8d for the three schemes. The
fraction increases as b gets larger, from 0% to about 22%.
Clearly ACI should be considered in the resource allocation
and protocol design of CR networks; the proposed ap-
proach of jointly considering CCI and ACI is well justified.

Finally, we validate our proposed spectrum sensing and
access scheme. We set the maximum allowable collision
probability c to be 0.2 and increase channel utilization g
from 0.3 to 0.7 in steps of 0.1. In Fig. 9, the measured col-
lision rates with primary uses are plotted, along with the
c = 0.2 curve. It can be seen that the measured collision
rate is always kept below c, showing that the proposed
spectrum sensing and access scheme is quite effective with
regard to primary user protection.

The trace of maximum profit, i.e., F , achieved by the
distributed algorithm from one of the simulations is plot-
ted in Fig. 10. It can be seen that the distributed power
allocation algorithm converges within about 167 steps,
while in each step each node only updates and broadcasts
several local variables (i.e., E; C, and F ). The computational
complexity and the total amount of control data exchanged
over the control channel are both quite low.
5. Related work

Cognitive radio (CR) has been recognized as a promising
technology for efficient spectrum sharing [2,3]. There is
considerable CR research on spectrum sensing and dy-
namic spectrum access [5,10,14,15]. The approach of peri-
odically sensing a selected subset of channels has been
adopted in the design of CR MAC protocols [5,10,15]. Sev-
eral papers consider sensing errors in the design of spec-
trum access schemes [5,16,17]. The design of
opportunistic channel access scheme was considered in
[15,16]. Power allocation for CR users was one of the active
research topics in CR networking. In a recent work [18],
Zhao and Kwak investigated the power allocation problem
for a single secondary user, while considering the mutual
interference between primary users and secondary users.

Co-channel and adjacent channel interference (CCI and
ACI) are the two major factors limiting wireless network
capacity. The impact of CCI on network performance is
well-known and comprehensively investigated in [19]. Re-
cently, the impact of ACI has attracted considerable inter-
est in the wireless community. In [20,8], the need was
demonstrated for careful channel selection to mitigate
ACI in IEEE 802.11 based systems. The impact of both CCI
and ACI on network throughput and performance was
evaluated in [21–23]. The interference models have been
developed to analyze the channel interference in a few pa-
pers. In [24], the problem of statistical-physical modeling
of CCI was investigated to analyze the outage probabilities
in wireless networks and to design interference-aware
transceivers. ACI was described by a simple quantification
model that was verified by testbed experiments in [8]. In
[25], a model for the aggregate ACI in TV white space
was developed to demonstrate that the weighted sum of
the total ACI power should be kept below certain threshold
as well as ACI in each adjacent channel.

A commonly used approach to reduce CCI is to assign
different channels to neighboring transmitters [6,7]. In
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Fig. 8. Composition of the total interference measured in the simulations as a function of ACI factor b.
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[26,27], frequency domain iterative multi-user detectors
were adopted for CCI cancelation. A low-cost CCI avoidance
MAC scheme was presented in [28]. In [29], ACI was min-
imized by optimizing reception of television receivers. In
[30], Gidony and Kalet addressed the ACI mitigation prob-
lem by exploiting antenna diversity.
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In this paper, we consider the challenging problem of
channel assignment and power allocation in CR networks
under the presence of both CCI and ACI, aiming to maxi-
mize the overall CR network capacity without imposing se-
verely harmful impact on the primary users. We propose
an RLT-based centralized SF algorithm and a distributed
greedy algorithm for near-optimal channel assignment
and power allocations. The proposed algorithms are shown
to perform well in achieving the design goals.
6. Conclusion

In this paper, we investigated the problem of co-chan-
nel interference (CCI) and adjacent channel interference
(ACI) mitigation via channel assignment and power alloca-
tion in cognitive radio (CR) networks. The objective was to
maximize the total CR network throughput while keeping
both collision rate and interference with primary users be-
low tolerance thresholds. We proposed a reformulation–
linearization technique (RLT)-based centralized sequential
fixing (SF) algorithm that computes near-optimal solu-
tions, and a distributed greedy algorithm that only uses lo-
cal channel gain information. The proposed algorithms are
evaluated with simulations. The distributed greedy algo-
rithm is shown to outperform both the centralized SF algo-
rithm and a centralized heuristic algorithm with
considerable gains. In this paper we assumed reliable con-
trol channels for the CR users to exchange control informa-
tion. The design of such a control channel and its impact on
the CR network capacity are interesting problems to be
investigated in the future work.
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